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Unsupervised Video-Shot Segmentation and
Model-Free Anchorperson Detection for
News Video Story Parsing
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Abstract—News story parsing is an important and challenging sports video analysis techniques have been proposed recently.
task in a news video library system. In this paper, we address Utilizing prior knowledge of basketball game structure, Tan
two important components in a news video story parsing system: ot 5| extract high-level annotation for video events such as

shot boundary detection and anchorperson detection. First, .
an unsupervised fuzzy c-means algorithm is used to detect close-up views, fast breaks and shots at the basket [35]. €&ong

video-shot boundaries in order to segment a news video into video @l- [14] propose a system to parse the content of soccer videos.
shots. Then, a graph-theoretical cluster analysis algorithm is Using the standard layout of a soccer field they manage to
implemented to classify the video shots into anchorperson shots classify a soccer video into various play categories, including

and news footage shots. Because of its unsupervised nature, the‘shot at left goal,” “top-left corner kick,” “in midfield,” etc.

algorithms require_little hum_an intervention. The efficacy of the Chang et al. [10] develop an automatic indexing scheme
proposed method is extensively tested on more than 5 h of news " X X ; .
programs. for football video by integrating image and speech analysis
technigues. For movie video analysis, a number of high-level
movie segmentation approaches have been proposed. Pfeiffer
et al. [32] extract events such as dialogs and action intensive
segments from a movie to make a movie trailer. Yeeh@l.

. INTRODUCTION [42] use time-constrained clustering and predefined models to

S DIGITAL video libraries and archives of immense siz&€C0gnize patterns corresponding to dialogs, action sequences,

are becoming accessible over data networks, efficiedd arbitrary story units. Based on the assumption that the
video retrieval and browsing have become crucially importarisual content within a movie episode is temporally consistent,
The temporally linear and data-intensive nature of digital vidddanjalic et al. [17] segment a movie into logical story units
necessitates automatic techniques in the library creation dAcRPProximate actual movie episodes. To detect commercials
video indexing process. The first step commonly taken féf @ Video program, Taniguctet al. [36] use a high rate of
automatic video processing systems is to parse a continu§G§ne breaks as a distinct characteristic for commercials.
video sequence into camera shots, which are the basic vidgHptmannet al. [20] combine two sources of information,
units representing continuous action in both time and spacelff¢ Presence of black frames and the rate of scene changes, to
a scene. A number of methods have been proposed to defi&gct commercial breaks in news programs.
the shot boundaries [2], [6], [13]. In general, low-level features Among all the domain-specific applications, news video pro-
such as color histograms [16], [21], [28], [44], motion vectorgessing is probably the most extensively studied topic. Broad-
[1], [7], [33], and compression parameters [25], [31], [41], [47}aSt news is valuable to data analysts in the government, infor-
are used in the parsing process. mation providers, and tglevision consumers [8]. However, since

After videos are segmented into camera shots, high-le#Ws events happen daily all over the world, a person cannot af-

techniques are required to group individual shots into a mdird to view all news shows on all channels indiscriminately. To
descriptive segment of the video sequence and to extract in@|eviate the problem, a news video database that compresses
ligent annotation and indexing information from the segmerfiNd digitally stores news broadcasts and provides interactive
However, a universal solution for high-level video analysis &triéval interface over a network needs to be developed. This
very difficult, if not impossible, to achieve. Researchers havéould enable automatic retrieval of releyant news ;torie:s from
been focusing on specific applications utilizing domain knowgll the networks and news sources covering the topic of interest
edge in videos such as sports programs, movies, commer&l&l-

advertisements, and news broadcasts. For example, severH} recent years, several news video processing systems have
been developed, such as the MEDUSA system [9], the Broad-

cast News Navigator System [8], [23], [24], [27] and the Infor-
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Fig. 1. Tree-structured representation of a typical news program. A-Shots: Anchorperson shots. N-Shots: News footage shots.

to much more effective retrieval than simple linear or keywor@5]. An anchorperson shot is modeled as a sequence of frame
only search. Merlincet al. [27] empirically demonstrate that models and a frame is modeled as a spatial arrangement of
the speed with which a user can retrieve relevant stories thegions. Thus, recognizing an anchorperson shot involves
are well segmented can be orders of magnitude faster than tisting that every frame satisfies a frame model, which in turn
speed of linear search or simple keyword-based search. Withméans testing each frame against a set of region models. These
good story parsing, all other components of a video library aneodels vary for different TV stations. It is difficult to construct
significantly less useful, because the user cannot locate desiadidhe possible models for different news videos. Moreover, the
material efficiently [20]. model matching method has a high computational complexity.
The MEDUSA system does not provide story parsing, whil@unselet al.identify anchorperson shots by color classification
BNN uses simple linguistic discourse structure for segmentatiand template matching [15]. They first extract possible regions
Although Informediatriestointegrate multiple cuesfrom speeciwhere anchorpersons may be situated with skin detection
closed caption, and visual content, it relies mostly on textuahd histogram intersection, then compare these regions with
and linguistic information from closed-caption tokens and auttemplates stored in the application data. Like Zhang's proposal,
matically recognized speech transcripts. Visual cues are limitdek creation and matching of templates are time-consuming
to simple processing such as black screen detection and cgacesses and strongly depend on the application data. The face
histogram analysis and the overall segmentation performancedétection approach by Avrithist al. [3] is quite complicated,
still less than satisfactory. As video’s primary distinction fromwith a number of parameters needing to be manually tuned.
speech and text information, visual information in video shoul@iven that face detection in a still image is already difficult
understandably play an important role in the story segmentatienough, face detection in video is too time-consuming for
process. To effectively utilize visual cues, several techniqupgactical application. Furthermore, since the method also re-
have been proposed [3], [11], [15], [18], [22], [45], [46]. Visuahuires training data for classification, it is not an unsupervised
cues are not only essential for videos where textual informatiapproach. The template based method by Hanglial. [18]
is hard to extract, but are also more stable than linguistic cuesassumes that different anchorperson models have the same
In [45], based on the observation of news programs aired bgckground. This is not true for most news stations. Because of
the Singapore Broadcasting Corporation (SBC), Zhahgl. different camera angles, different models have different back-
assume a straightforward temporal syntax of a news video-giunds. Adding the changing clothes color and news icon, we
sequence of news stories interleaved with commercials. Edtid less than 30% similarity between different models in our
news story is composed of an anchorperson shot followed @gtaset, which is not enough to distinguish the anchorperson
relevant news footage. Therefore, a news program can be reptests. In addition, the complicated template matching method
sented as a hierarchical tree-structured model as shown in Figsvery time consuming.
Such a simple news structure has been observed for news prdn this paper, we present a practical unsupervised shot
grams in Singapore (SBC) [22], [45], Hong Kong (ATV, TVB)boundary detection technique and a model-free anchorperson
[12], [26], and local news in the U.S. [15]. News story parsingshot classification algorithm for news story parsing. First,
therefore, becomes a problem of how to distinguish anchar-two-pass modified fuzzy-means algorithm is used to
person shots from news footage shots. Even for more completect the shot boundaries and partition the video frames into
cated news program structures, anchorperson shots still serveideo shots. High-accuracy results are obtained through a
the root shots for constructing news stories [20]. Thus, detectifugzy-membership based refinement process and the distinc-
anchorperson shots plays a key role in news story parsing. tion between abrupt shot transition and gradual shot transition
Most of the existing anchorperson detection methods deefound using a binary pattern matching method. Then, a
based on the model matching strategy [3], [11], [15], [458raph-theoretical cluster (GTC) analysis method is employed
Following Swanberg’'s proposal [34], Zhargg al. construct to classify the video shots into anchorperson shots and news
three models for an anchorperson shot: shot, frame, and regimotage shots. The news story is finally constructed according
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to the simple temporal syntax mentioned above. As a self-or-
ganized model-free approach, the proposed method is much 08
simpler and faster than the model matching approach. We
obtain high-accuracy experimental results on a large data set o5t
containing over 3,907 video shots and 255 news stories from
the news programs of two leading news stations in Hong Kong.
However, we need to point out that automatic parsing of all
types of news story is not exactly achieved here. We are only
using the simple news structure in Fig. 1 to test the efficacy of ozt
the two key components of a news parsing system.

The rest of this paper is organized as follows. First, the fuzzy
clustering algorithm for shot boundary detection is introduced
in Section Il. Section Il describes the GTC analysis method and
its application in anchorperson shot identification. The experi-
mental results are presented in Section IV. Finally, conclusions v
and suggestions for future work are given in Section V.

Bormalized SO
o
=

=
]

[I. SHOT BOUNDARY DETECTION o8

A shot boundary corresponds to either a significant change in ost
the overall color composition or a significant change in the ob-
ject location or both. To reliably detect the frame-to-frame con-
tent change, we use two conventional frame difference metrics,
the histogram difference metric (HDM) and the spatial differ-
ence metric (SDM), to measure the dissimilarity between the
adjoining frame pair.

Nottaakzed HDM

800 50 700

750
Frame pair #

A. Definition of Dissimilarity Metrics

Let f, denote thetth frame, andf,,; denote the#(+ 1)th (b)
frame in a video sequence. Lk, j) andl; (¢, j) denote the Fig. 2. Plot of (a) normalized spatial difference metric and (b) histogram
intensity of a pixel at locationi() in the framesf, and f,, difference metric with the parameter= 1.
respectively. Let the frame size b&x N. The spatial difference

based metric SDM is defined as solve, respectively. A break is an abrupt transition between two
1/p camera shots that is completed within two consecutive frames.
1 M N A dissolve is a gradual transition between two camera-shots that
Ds(t) = TN Z Z |1 (4,5) — Lipa (6, )7 (1) takes several frames and can be a fade-out, a fade-in, or a com-
i=1 j=1 bination of both.

Based on the frame difference metrics, traditional methods
wherep € [1,400). The cases 0p = 1andp = 2are of g5y use a threshold to detect the shot boundaries. How-
p"fm'CUIf‘r interest. They are often called "city block™ and "Eug,er nast studies on the statistical behavior of frame differ-
clidean” distances, respectively. Since the SDM does not t8kgce show that a threshold that is appropriate for one type of
into account the camera motion, it may produce false alarms {gfje data may not yield acceptable results for another type of
shot boundary detection. To this end, we introduce another P@5ut [15]. To overcome this major drawback, themeans al-
ular metric, histogram difference metric. gorithm is proposed for unsupervised shot boundary detection

Let H,(k) denote the gray-level or color histogram for th¢; 51 [30]. This method treats syntactic video segmentation as
tth frame, wherd; is one of thel possible colors or gray levels. 5 simple two-class clustering problem, where the two-class la-

Then the histogram difference based metric HDM is computed, s 4re ssignificant change” (SC) and “no significant change”

for every frame pair as (NSC). In practice, there is no distinct boundary between the

L 1/p two categories, since the distinction between the features of a

1 hot boundary frame and a regular frame is rather ambiguous

Dy(t) = Hy(k) - H ()P ) . @ SM° Y 9 guous.
u(t) Mx N <kz=:1| (k) e (Rl ) @ So, we introduce the fuzzy classification technique to distin-

_ _ ) ) guish the two categories of frame pairs.
For convenience of processing, we first normalize the SDM

and HDM into the interval [0, 1]. Fig. 2 shows a plot of the norB. Fuzzy Classification

malized SDM and HDM (witlp = 1) for a news video clip. If - agter extracting the frame difference metrics from the video
we slide a small window through the plot, we see that sometim@sia all frame pairs are mapped to a point-set in the feature

there is a single high pulse in the window and sometimes th"srﬁaceFD spanned by the SDM and HDM metrics
are a number of consecutive medium-height pulses. They corre-

spond to the two types of camera shot transition, break and dis-f'p = {FD(t) = (Ds(t), Dy (1)) | t=1,2,... ,T}. 3)
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Then, the problem of shot boundary detection becomes pal . .
tioning the feature space into two subspaces, SC and NSC.  os} L .
First, we define the fuzzy 2-partition of the feature spac oo )
Fp. Let Vor be a set of real 27 matrices and;;, i = 1, 2,
t=1,2,...,7 denote the membership degree of tttevector -

08} - T e,

Fp(t) in thei-th category. Then the fuzzy 2-partition space o . ._'_ .
Fp, is defined by oo A
My = {U e V7w, € 10,1], V4, ; Foab it

) . AR ENRE
Zuitzl,Vt;0<Zuit<T,Vi}. (@) L LTl
i=1 t=1

oshg

The two rows of the matrix/ € My, define two fuzzy subsets N

corresponding to the SC and NSC subspaces. T o Y S Y S TR v R
To obtain the optimat fuzzy subspaces, we adopt the fuzzy Nomalzed SO

c-means (FCM) algorithm. FCM is an objective function based

fuzzy clustering algorithm. The least-mean-square error is oft

used as the criterion function. For our application, the objectin as|- x x .

@

function can be constructed as TR %
o8l % [N E
c T % KX: y
3 12 falvd x ® E
Jn(U,0) = 37 (uir)™ - | Ep(t) — o(@)| (%) ) o ]
i=1t=1 z 065 % i 2 : 3
% w® Xﬁ % x x ) x
1 x * ® X x
wherec = 2 corresponds to the fuzzy 2-partitiolf, € M-, ,_:_%0.5 rox g S -
v € R?*2 s the cluster center or prototype of the fuzzy subse E L
P ol * X o
»

{w;]¢ = 1,2}, andm € [1,+00) is the weight exponent, which o
controls the fuzziness of the algorithm. In general, the prop os}
range form is [1.5, 2.5]. Here, we taken = 2 in the FCM
algorithm. s

By minimizing the objective function (5), we obtain the op- o} &
timal fuzzy space partitiof/* and the optimal cluster prototype

0z @ ® Bga? x SC  category ciassified by siep 1

< NSC category classifiod by step 1
O Modify to SC  category by step 2
2 Modify to NSC category by step 2 7

* [5], given b ° f f f f f f f f f
v* [5], 0 y o o1 oz o3 o4 b5 06 07 08 09
< 1Ep® - @I\ ?
U’:t = < D ) (6) Fig. 3. (a) Frame pairs in the feature space. (b) Classification results using the
=1 |1 Fp(t) — v* (k)] two-step FCM algorithm.

e izl - For the Fip(t) with a fairly fuzzy membership value.e.,
V() == T M s € [0.4,0.6], we further refine the classification dfp(t).
> (uf) We define a new frame difference metric

Fig. 3 shows a plot of feature points in the 2-D metric space
and the partition result using the FCM algorithm. The final clas-
sification result is obtained by defuzzifying the optimal fuzzy Dp(t) = Ds(t) x Du(?). ©)
partition matrixUU*. This operation contains two steps. First ) . )
for the Fp(¢) with a distinctive membership valuee., u;; € For theFp (t) with u; € [0.4,0.6], if the correspondin@ ()

[0,0.4] U [0.6, 1], the defuzzification is carried out according tdS @ /0cal maxima, then at least one B (t) and Dy () is &
the rule local maxima. For a frame pair with a larger frame difference

metric than all its neighbor frame pairs, it more likely corre-
1 wyy > up sponds to a shot boundary. Therefore, we classify those fuzzy
nlt) = {0, otherwise ®) frame pairs with local maximaDg(t) into the SC category.
Using the two-step defuzzification scheme, we obtain the crisp
whereu; = {uy:|t = 1,2,...,T} denotes the fuzzy subspacepartition result of the frame pairs shown in Fig. 3. In the plot,
of the SC categoryy. denotes the fuzzy subspace of the NS@he points whose membership results are modified by the second
category angk(t) is the indicator function of the feature vectorstep processing are denoted ™ (change from NSC to SC)
Fp(t) in the SC category. and ‘X" (change from SC to NSC).
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Fig. 4. Key frames of news footage shots in a news program.

C. Two-Pass Shot Boundary Detection pairs of a gradual transition as shot boundaries. So, not all the
%ame pairs in the SC category are shot boundaries. To locate

to be computed for every contiguous frame pair in the vid e shot boundaries, we analyze the “0-1" binary string formed

stream, for a 20-min news program there are approxim gthe sequence of(t), # = 1,2,..., T An abrupt transition
30000 (20x 60 s x 25 fps) frame pairs to be processed. Thgorresponds to .the sequence pattern, “010” and the boundary of
computational cost is fairly high. Moreover, too many fram@ gradual. transition corresponds to the pattern “011” or “110".
pairs from the NSC category will degrade the performance g]y dgtectlng the three sequence patterns, we can locate the exact
the FCM algorithm since the algorithm usually performs bemc""t'on of shot boundaries.

when the two categories are comparable in size. To reduce the

computational complexity, we propose a two-pass scheme to lll. V IDEO-SHOT CLASSIFICATION

Spﬁe:jh;?igte psahsc;t, k\:\?eugﬂ?;{gritsliffcapr;oeczisf?érence betwe%qonce anews v_ideo Is partition_ed i_nto indivic_iual V‘d‘?° shots,
two frames that are a fixed interval apart. Assume the interval € next step of video segmentation is to classify the video shots

set atAt, then the frame difference metrics are extracted on'lglﬁo anchorpe_rson shots and news footage shpts.
for frame pair (s, fins1)a:). ThUS, for a program of length For convenience of processing, one frame is extracted from

T, there are totallyl’/ At operations in the first step. In theeach video shot as a key frame to represent the shot. Most tra-

second pass, we only need to conduct frame by frame COmﬁalltlonal methods use model matching on these key frames to

Since the difference metrics SDM and HDM normally hav

) . S éntify the anchorperson shots. However, the template model
tation on those intervals where significant change are detecied . . . .
ullding process is complex and time-consuming. To develop

in order to find the accurate shot location. Assume thahot ) .
. . ' a model-free method, we introduce the GTC algorithm to ana-
boundaries are detected in the first step, then the second qass
0

will need At - S operations. To minimize the total number yze the relationship among t.h? key frames. We know that each
. . single news program has a finite number of models for the an-
operations in the two passes
chorperson frames and each anchorperson model appears no
T less than twice in a news program. We also observe that most
min {Kt +At- S } key frames of news footage shots are very different from each
other as shown in Fig. 4. However, the key frames from two

e . anchorperson shots of the same model are very similar. Fig. 5
we need to havert = \/T'/S. By manually labeling the shot hows examples of key frames of anchorperson shots in a Hong

boundaries of large amount of news programs, we find that t (emg TVB station news program (January 26, 2000). We can
number of shot boundaries for a 20-minute news program IS . . ; !

. . o sée that since the key frames with the identical model have
around 1% of the total number of video frames,, S = 1% -

T. Therefore, the optimal intervaks approximates 10, which the same background and anchorperson, they t_hus_ hgve_ similar
. : olor histogram and spatial content. Based on this similarity, we
gives the total number of operations as 6000, or only 20% of tﬁe h h f each model i if ized

original operations can group anchorperson shots of each model in a self-organize

. ’ . . fashion through the GTC method to distinguish them from the
As mentioned above, there exist two types of video-shot tran-.. . 2
o o ... individually distributed news footage shots.
sition, abrupt and gradual transition. For the abrupt transition,
there is only one single frame pair with significant change of s
the frame difference metrics. However, for the gradual trandl: GTC Analysis
tion, there are a number of consecutive frame pairs with signifi- The GTC method was initiated by Zahn [43]. It takes the
cant content changes. Here we treat each gradual transition gé&/an data as vertices in the feature space and then constructs the

very short camera shot. We only consider the first and last fram@nimum spanning tree on these vertices. Cutting those edges
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Fig. 5. Key frames of anchorperson shots in a news program.

greater than a given threshold, it explores the proximity relation- Theorem 1: A necessary and sufficient condition faX[717]
ship of nodes using connectivity among the nodes. We disciis$e a minimum spanning tree 6fis that for all edges € £

the detailed algorithm in this section. the cocycled® (such thatf® N T = {e}) satisfies:w(e) <
First, several terms on the graph theory and a theorem on thgs), Vs € 6°(s # e).
minimum spanning tree need to be reviewed [4]. Forest: A graph without a cycle, and which is not connected,
Graph: A nonorientated grapt¥ is a set ofvertices(node$ s called aforest Each connected component itree
andedgeqarcs) which connect them For the GTC analysis, we can use the feature vectors of the
studied objects as the vertices of a nonoriented gi@ph-
G =[X, E] [X, E]. So for a set ofx objects, we have a vertex s&t =
X ={z1,22,..., 20} {x1,29,...,2,} C RP. We define the weight of any edge
E={ey = (;,2;) | mi,2; € X} (10) e, (1 £4,5 < n)asthe distance between the node pairs ;)
whereX is the set of vertices anH is the set of edges. w(eij) = ||lzi — x|, zi,z; € X. (13)

Path: A pathP_of length K through a graph is a S€QUENCRAL can then group the object clusters through the following
of connected verticed? = (1, 22,...,2x+1) Where, for all

. L steps.

t € (1,K), (x;,x;41) SN E. . . . .
Cycle: A graph contains no cycles if there is no path of 1) Copstruct the minimum spanning tree using the Prim al-

nonzero length through the gragh = (z1,22,...,Zky1), gorithm [4]

such thate; = zz41. MST={(A,T) | A=X,T={er,...,en_1}}
Spanning Tree:A spanning tree of a grapfi is a set of { — with

1) edges that connect all vertices of the graph. A tree is a graph ] ,

[ X, 7] without a cycle. The graph¥, 7] is a tree if and only if w(MST) =min {w(Tree) | Tree= (X, 7")} . (14)

there exists one and only one path between any pair of verticesp) cyt the edges whose weights exceed a threshéidm

Minimum Spanning Tree (MST)n general, it is possible to the MST to form a forest on the node s&t
construct multiple spanning treeX'[7;] (« > 1) for a graph
@. If aweightw(e) is associated with each edgénen the min- F={(X,E)|E =T {|lw(¢)>~}}. (15)

imum spanning tree is the set of edges, MST, forming a spanning3

Find all the tree$(X;, T;)|i = 1,2, ..., contained in
tree, such that ) $(X;. T)i m}

the forestr”
w(MST) = miin { Z w(c)} . (11) = U (X:, T7) 7whereU X =X, U T, =E'. (16)
e€T; i=1 i=1 i=1
Itis unique if all weights are different. 4) Consider each treeX(;, 7;) as a potential object cluster.
Cocycle: By removing an edge from the tree [, 7], we  To demonstrate the GTC analysis, we give a simple example
create two connected components of vertides X andA = in Fig. 6. For a point-set of 40 nodes in a 2-D space, the city
X — A. The cocycley® is defined as: block distance between any two nodes is used to define the

e [ | I S weight of the edge. Using the Prim algorithm, a minimum span-
0= Aoy [wi € Awy e A, A= X = A} (12) ning tree is obtained as shown in Fig. 6(a). By removing all the

i.e.,the set of edges that connect a vertexdofiith a vertex of edges with weights greater than a thresheld=f 1), we ar-
Ain graph [X, G]. rive at a forest containing six trees (clusters), which are the con-
The following theorem gives the necessary and sufficient conected components shown in Fig. 6(b). From this example, we
dition for constructing a minimum spanning tree. see that the GTC method automatically groups similar nodes
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detection, key frame selection in an anchorperson shot affect the
algorithm performance much more than key frame selection in
a scene shot. However, for an anchorperson shot, video frames
remain almost stationary, thus choosing which frame to be a key
frame does not make much of a difference. On the other hand,
for a scene shot, key frame selection may be important for such
application as visual abstraction, but hardly makes a difference
in anchorperson detection. Since no matter which frame is se-
lected, as long as it is not identical to key frames from other
video shots, it will not be identified as an anchorperson candi-
date. Considering possible camera motions at the beginning and
end of a shot, we simply take the middle frame as the key frame.
These key frames are the input to the GTC analysis module.
Since we need to construct a nonoriented weighted graph on
the key frames in the cluster analysis module, we first define the
@ weight of an edge in the graph as the distance between two key
‘ ‘ ‘ ‘ ‘ frames. To be robust to noise, the metric proposed in [28] is used
of o O : to compute the distance between two key frames. As shown in
d( J | Fig. 8, the two key frames of Fig. 8(a) are divided into 16 re-
o gions of the same size. Then, histograms of corresponding re-
T © © 1 gions in the two key frames are compared and the eight regions
ol 1 with the largest histogram differences are discarded to reduce
© e @j} o © the effects of object motion and noise. The remaining regions
© 0 | of the two key frames are shown in Fig. 8(b). The distance be-
ar I\%/@ 1 tween these two key frames is then defined as the sum of the his-
ol o | togram differences of the remaining regions. Since we use the
o the color histogram of the 16 regiorﬁé}(k), i=1,2,...,n,
i j=12...,16,k = 1,2,..., L to describe the key frames,
i+ e ; wheren is the number of key frames arfdis the number of
' ‘ ‘ ‘ ‘ , ‘ , ‘ colors, the key frame§H‘|i = 1,2,...,n} can be considered
L as a set of points in the spa&é®*%. So the GTC algorithm can
() be used to analyze the proximity relationship of the key frames.
Fig. 6. (a) MST. (b) Forest obtained by the GTC algorithm. Since the anchorperson key frames of the same model have very
similar color histograms, they will be grouped into subtrees in

into clusters. Since each anchorperson model appears sevtgr%tl(ey frame forest. The computational complexity of the algo-

. . L m is not very high. GiverV key frames in a news program,
times in a news program and the key frames in different sh%{g:y N(N — 1)/2 vector distances need to be computed.

have very similar content, we can use GTC analysis to groupFor the output of the GTC algorithm, we consider all the key

similar anchorperson frames into clusters to separate them fer . . 4
K rames in a subtree with no less than two nodes as potential
ey frames of news footage shots.

anchorperson frames, i.e.,

JZEUTi

T

As shown in Fig. 7, the anchorperson shot detection scheme
is composed of four steps: short shot filtering, key frame extrac-
tion, GTC analysis and post-processing. where MST is the constructed minimum spanning tree on the

In general, an anchorperson shot should last for more thieey frames,T; is the obtained subtree by the GTC algorithm
2 s, since the shot should involve at least one sentence by #ne |T;| is the size or node number @;.
reporter. Therefore, given the total number of framésin a It is possible that some news footage shots also have nearly
shot, assuming the playing frame rate of the news programidgntical key frames, which may be grouped into a cluster or
Ry, if Nt < 2. Ry, the shot is considered as news footageubtree by the GTC algorithm. For example, a person giving a
Otherwise, the shot will be further analyzed through later steppeech is shown several times in a news story. Fortunately, most
This helps to reduce the computational burden of the followirgf these types of news footage shots appear in a single news
modules. story. When the false anchorperson shots appear several times

The next step is the key frame extraction. In general, kély one story, they cut the story into several small piecesaBy
frame selection is itself an important research topic. Selectipgori knowledge, we know that a complete news story should
the most representative key frame is important for many vidéast at least 10 s. Therefore, a minimal interval filtering can be
processing applications. This is not quite the case for the arsed to detect false anchorperson clusters. After the minimal
chorperson detection study. Since our focus is on anchor shwerval of each cluster is computed, we remove the key frame

B. Anchorperson Shot Detection {
pl =

T, € MST and |T;| > 2} a7
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Video Short Shot +| Key Frame | Graph-Theoretical o Post- Anchorperson
Shots Filtering "1 Extraction 7| Cluster Analysis "1 Processing Frames

Fig. 7. Diagram of the anchorperson shot detection scheme.

IV. EXPERIMENTAL RESULTS

The methodology described above is applied to 14 news pro-
grams from the TVB and ATV news stations in Hong Kong.
The detailed information of these news videos is summarized in
Table 1.

To evaluate the performance of the proposed scheme of news
story segmentation, we use the standarecisionand recall
criteria, shown in the following:

number of hits

number of hits+ number of false alarms

(20)
number of hits
recall= number of hits+ number of misses (21)

precision=

A. Shot Boundary Detection Experiment

First, we evaluate the performance of the shot boundary
detection algorithm. Table Il shows the output of each step in
the shot boundary detection process for the 14 news videos.
For the total 3,907 video shots, there are 3,893 shot boundaries.

(b)
Fig. 8. (a) Two key frames were divided into 16 regions. (b) Eight regions qfhe FCM algorithm detects 3,746 shot boundaries. The de-

the two key f ith similar hist . o . X )
© o key frames with simiiar hustograms fuzzification post-processing further refines the results, adding

120 missed shot boundaries and excluding 36 false boundaries.
clusters that contain a news story shorter than 10 s. Finally, @erall, the proposed method detects 3,830 video-shot bound-

get the refined potential anchorperson frames aries, including 3,756 real shot boundaries and 74 false alarms.
Thus, the precision is 98.07% and the recall is 96.48%.
Apz = {Ap — Ti | ANt (w5, 2;) < 10s, YV @y, z; € T} In the final shot boundary set, there are 3,468 abrupt transi-

(18) tions and 362 gradual transmissions. Although the gradual tran-
In some situations, the key frames in a cluster may have sifitions constitute only a minor portion of the overall shot transi-

ilar histograms but different content. For example, two framéins, most of the misses and false alarms of the shot boundaries
may have the same background and objects, but the objectsaeear with them. The misses are mainly due to the small con-
at different locations in the frames. To detect this situation, vignt change between the frame pairs at some shot boundaries
use the spatial difference metric SDM between the frames if@&d the false alarms mostly result from the irregular camera op-
cluster. If a cluster has an averagBM higher than a threshold erations during the gradual transitions.
A, the whole cluster is removed from the anchorperson frameThe results seem much better than the state of the art al-
list. By using the SDM filtering, we obtain the final anchorgorithms evaluated in [13], where the best algorithm achieves

person frames 90%—-95% recall with 70%—80% precision for abrupt transitions
on 76 min of video programs. Our results are comparable to
Aps ={Ap—T; | SDM(T;) > A}. (19) the results in [30], where a recall rate of 94.21% is achieved

at 98.5% precision for 190 shot boundaries. However, our al-

In the anchorperson shot detection scheme, two threshof@@rithms are much faster because of the two new techniques;
the for the GTC algorithm and tha for the post-processing, the two-pass shot boundary detgcnon and the selectl_ve. refme—
need to be specified in advance. In general, they can be e&EN based on fuzzy membership values. We also distinguish
mated by the fuzzy-means algorithm. In the syntactic Segmerpetween gr_adual and abrupt transition using a novel binary pat-
tation step, the FCM algorithm produces an optimal cluster prigfn-matching scheme.
totypewv*. The prototype of NSC categot¥ (2) is a 2-D vector . .

(D%, D%,). D3, and D7 correspond to the average SDM metri®: Anchorperson Detection Experiment

and average HDM metric respectively. Bottand A are posi-  The experimental results of anchorperson detection are given
tively proportional to theDj, and D% respectively. So, the se-in Table Ill. Based on the 3,830 shot boundaries detected, all
lection of these thresholds can be computed adaptively basedtmnnews video programs are partitioned into video shots. After
the result of the FCM algorithm. filtering out the too-short shots, we obtain 2,876 key frames for
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TABLE |
DETAILED INFORMATION OF THENEWS VIDEO PROGRAMS
News video 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Duration 21:29 | 21:46 [ 21:49 | 27:05 | 22:02 | 22:18 | 22:49 20:22 | 21:49 | 21:08 | 20:29 | 20:40 | 20:55 | 20:36
Video shots 290 279 297 311 292 250 295 239 285 272 245 227 344 281
News stories 22 21 18 19 20 15 20 14 17 17 18 19 17 18
File type MPEG-1 MPEG-1
Frame size 288x% 352 pixel 288x 352 pixel
Frame Rate 25 frames/second 25 frames/second
Source TVB station ATV station
TABLE 1

SHOT BOUNDARY DETECTION ALGORITHM RESULTS

News program video 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Detected by FCM algorithm 277 | 267 | 291 | 307 | 277 | 231 | 284 || 224 | 281 | 256 | 234 | 207 | 338 | 272
Corrected by Adding 9 7 6 7 17 9 8 5 5 9 5 10 12 11
defuzzification | Canceling 3 2 2 5 5 0 2 1 3 0 1 3 6 3
Hits 278 | 269 | 289 | 304 | 281 | 237 | 286 || 223 | 276 | 261 | 231 | 211 | 336 | 274
Final results Misses 11 9 7 6 10 12 8 15 8 10 13 15 7 6
False alarms 5 3 6 5 8 3 4 5 7 4 7 3 8 6

TABLE Il
RESULTS OFANCHORPERSONSHOT DETECTION ALGORITHM

News program video 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Output of short shot filter 204 | 200 | 221 | 242 | 203 | 216 | 213 || 191 | 210 | 225 | 162 | 182 | 204 | 203
Detected by GTC algorithm || 34 | 36 | 33 | 26 | 25 | 29 | 30 28 | 23 | 23 | 30 | 28 | 41 | 37
Output of post-processing 22 21 18 19 18 16 22 14 17 17 18 19 17 16

Hits 22 | 21 18 19 18 14 | 20 12 17 17 | 18 19 17 | 16
Final results | Misses 0 0 0 0 2 1 2 0 0 0 0 0 0 2

False alarms 0 0 0 0 0 2 2 2 0 0 0 0 0 0

the 14 news programs. Then, the GTC algorithm is used to anaWe find two types of errors in our experiments. The first type

lyze the key frames of each individual news program and ideof error is due to the fact that some anchorperson models ap-
tifies 423 potential anchorperson key frames. Post-processppear only once in a complete news program. Fig. 9(a)—(c) show
refines the result and finally find 254 anchorperson key framdbie missed anchorperson key frames in news videos 5, 6, and
in which we hit 248 real anchorperson key frames and get sixrespectively. In these news programs, the anchorperson ap-
false alarms. Therefore, we achieve a precision of 97.64% gmehrs at the right/left side of frames in most cases. Since the
recall of 97.25% for anchorperson shot detection. Note that brissed frame models appear only once in the program, they are
cause of the high accuracy in the shot boundary detection stieppossible to be detected by the cluster method. Fortunately, al-
no error in the anchorperson detection step is caused by the ntiwugh the models of the missed frames appear only once in a
takes in shot boundary detection step. single news program, they may appear several times in a combi-
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Fig. 9. (a) Two missed anchorperson shot key frames in news video 5. (b) Missed anchorperson shot key frame in news video 6. (c) Two missed anchorperson

shot key frames in news video 7.

need to be cautious in deciding the number of news programs
to integrate, with care given to both miss and false alarm errors.
Since we have limited the false alarms to a very low rate,
we can also afford to use more complicated method, such as
anchorperson face recognition, to remove the errors.
Compared to existing model-based algorithms, our approach
not only gives better performance, but is also computationally
much simpler and requires little human intervention. The face
detection approach by Avrithist al. [3] achieves 97% recall
at precision 95% in a test on 60 min of news video. The al-
gorithm is complicated and computation intensive. In [15], the
skin color detection algorithm correctly identified 142 out of
147 shots. Note that the 147 shots are the total number of shots,
including both the anchorperson and news footage shots. In our
case, we only incorrectly identified 13 out of more than 3,000
shots. In [22], with a set of predefined anchorperson models for
two news programs of 39 stories, 38 stories are detected with
four false alarms. None of the existing research reports compu-
tational complexity and only a small data set is used for their

(b) tests. The computational complexity of the GTC algorithm is
Fig. 10. (a) Two false key frames of anchorperson shots in news video@(n?) with respect to the number of key frames in a news pro-
(b) Two false key frames of anchorperson shots in news video 8. gram. The robust and high-accuracy performance of our algo-

rithm are clearly shown in the detailed experiments on a much
nation of a few news programs from the same news station. $rger data set (to the best of our knowledge, the dataset is the
it is possible to reduce the miss rate of anchorperson framesl&igest so far).
applying the GTC algorithm to a combination of more than one
news program. For example, if videos 5, 6, and 7 are processed
together, the first four of the five missing key frames would be V. CONCLUSION AND FUTURE WORK
detected because they appear twice in the overall program.

The second type of error is caused by news footage shotdVe present an unsupervised video-shot segmentation method
that are identical to each other. Fig. 10 shows two pairs of neasd a model-free anchorperson detection scheme for news
shot key frames which are falsely identified as anchorperson k&pry parsing. The system first segments the news program
frames. The two key frames shown in Fig. 10(a) are the frami@go video shots with the fuzzy-means clustering algorithm.
14397 and 245 60 frames and appear in the seventh and téfth introduce several novel techniques to improve the shot
news stories of news program 6, respectively. The two framssgmentation performance, including the two-pass strategy,
shown in Fig. 10(b) are frames 1299 and 7975, respectivehgstprocessing based on fuzzy membership values and abrupt
which appear in the first and third news stories of news prand gradual transition differentiation through binary pattern
gram 8, respectively. Thus, not only do the two key frames lookatching. After the news video is parsed into camera shots, we
nearly identical, they also appear in two different news storiedetect anchorperson shots using the GTC algorithm. Individual
This happens only in the rare situation when a news station usesvs stories can then be constructed based on a much simplified
identical footage for different news stories in the same day. tamporal structural model of the news program. Experimental
our test data, it only happens twice in the 14 days of news broadsults on a data set significantly larger than most news video
casts. experiments in the literature have shown that both the shot

Our post-processing step failed to detect these errors. Thimundary detection method and the anchorperson detection
type of error may also be removed by integrating several newsethod are highly efficient.
programs together and increasing the minimum key-frameWe did not address the commercial breaks and the starting and
number requirement in a cluster to more than two. Though weding sequence in the news video, since they can be detected
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by the existing work [20], [36]. Since the proposed scheme def19] A. G. Hauptmann and M. J. Witbrock, “Informedia: News-on-Demand
pends on a much simplified temporal structural model of news
video, it has some inherent drawbacks. For instance, it cannot
identify a change of news items within a single anchor shot s€20]
quence. It is impossible to overcome such a drawback using vi-
sual information alone. In many situations, news programs dfkl]
not follow the simple temporal structure described here, there-
fore text captions and speech signals have to be combined with
the visual information to segment news stories. We are workiné ]
on integrating this work with text and speech-based news video
analysis methods to develop a robust news story segmentatié#3]
system.
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