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Abstract

The main advantage of the video based face 

recognition method is that more information is 

available in a video sequence than in a single image. In 

order to take advantage of the large amount of 

information in the video sequence, we develop a 

multiple classifiers fusion based video face recognition 

algorithm. The method preserves all the spatial-

temporal information contained in a video sequence. A 

high recognition rate (98.6%) is achieved on the 

XM2VTS face video database.

1. Introduction 

Face recognition has attracted a great deal of 

attention in recent years. Researchers have developed a 

number of promising algorithms including local feature 

analysis methods such as the Active Appearance Model 

(AAM) [2] and the elastic graph matching (EGM) 

method [12], and the appearance-based subspace 

methods such as the eigenface method [10], the LDA 

method [1][15], and the Bayesian algorithm [7]. 

However, all of these methods focus exclusively on 

image-based face recognition. One problem with the 

image-based method is that it is possible to use a pre-

recorded face photo to pretend as a live subject. The 

second problem is that the image-based recognition 

accuracy is still too low to be used in some practical 

applications. In order to overcome these problems, 

video based face recognition has been proposed recently 

[3][5][9][14]. One of the major advantages of video-

based face recognition is to prevent the fraudulent 

system penetration by pre-recorded facial images. The 

great difficulty to forge a video sequence in front of a 

live video camera may ensure the biometric data come 

from the actual user. Another key advantage of the 

video based method is that more information is 

available in a video sequence than in a single image. If 

the additional information can be properly used, we may 

further increase the recognition accuracy. 

Most researches on face recognition in video focus 

primarily on face detection and tracking in video. Once 

a face is detected in a video frame, the conventional 

image based face recognition technique will be used for 

single frame recognition. For recognition directly using 

video data, Satoh [9] matches two video sequences by 

selecting the pair of frames that are closest across the 

two videos. This is inherently still image-to-image 

matching. Methods in [3][5] use video sequence to train 

a statistical model face for matching. Even though the 

trained model is more robust than a model trained from 

a single image, the overall information contain in the 

model is still similar to a single image with the same 

feature dimension. This is similar to image-to-image 

matching with more training data. The mutual subspace 

method in [9][14] uses the video frames for each person 

separately to compute many individual eigenspaces. 

Since it cannot capture discriminant information across 

different people, the recognition accuracy is much lower 

than other methods. 

In this paper, we propose a multiclassifier-based 

video-to-video face recognition algorithm that takes full 

advantage of the complete spatial temporal information 

contained in a video sequence. We first use audio signal 

to align frames of similar images across the two video 

sequences so that they can be better matched. Then, for 

fast matching of the large video sequence, we use a 

multiple subspace classifiers fusion algorithm. 

Experiments on the largest standard video face database, 

the XM2VTS database [6], clearly demonstrate the 

effectiveness of the new algorithm. 

2. Video-Based Face Recognition Using 

Multi-Classifiers

2.1 Video frame alignment 

In video based recognition, for the video to provide 

more information, individual frames in a video have to 

be different from each other. Since if all the frames are 

similar to each other, the information contained in the 

video sequence will be basically the same as a single 
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image. However, for videos of varying frame contents, a 

simple matching of the two video sequence frame by 

frame will not help much, since we may be matching a 

frame in one video with a frame of different expression 

in another video. This may even deteriorate the face 

recognition performance. 

The key for the performance improvement is that the 

images in the sequence has to be in the same order for 

each individual, so that neutral faces match with neutral 

faces and smile faces match with smile faces. Therefore, 

if we want to use video sequence for face recognition, it 

is important to align similar video frames in different 

video sequence. In order to accomplish this, we use a 

simple approach by utilizing information in the audio 

signal of the video. For example, in the XM2VTS 

database, for each person, several video sequences of 20 

seconds each are taken over four different sessions. In 

each session, a person is asked to recite two sentences 

“0, 1, 2, …, 9” and “5, 0, 6, 9, 2, 8, 1, 3, 7, 4” when 

recording the video sequences. We can use these speech 

signals to locate frames with distinctive expressions. We 

locate the maximum point of each word and select the 

corresponding video frames. We can see different 

expressions when one read different words. Of course 

more sophisticated speech recognition technique can 

also be used to improve the result with added 

computational cost. We found our simple approach 

already very effective and efficient. It is good enough 

for recognition purpose. The audio-guided method helps 

us to synchronize video sequence and select a number 

of distinctive frames for face recognition.  

2.2 Multiple classifiers integration 

After the video synchronization, there are a number of 

ways that we can conduct the video sequence matching. 

As discussed earlier, using traditional methods such as 

nearest image or mutual subspace methods cannot 

utilize all the discriminant information in the video data. 

A straightforward approach is to treat the whole video 

sequence as a single large feature vector and conduct 

regular subspace analysis to extract features. Although 

this feature level fusion approach utilized all the data in 

video, there are several problems with this approach. 

First, the data size will be extremely large. In our 

experiments, we use 21 images of size 41x27 for each 

video sequence, thus the feature dimension is 23247. 

Direct subspace analysis on such a large vector is too 

costly. Second, a more serious problem is the over 

fitting problem because of the small sample size versus 

large feature dimension for discriminant subspace 

analysis algorithms. 

To overcome these problems, we develop a multiple 

classifiers based algorithm. We first use unified 

subspace analysis [11] classifier to process each 

individual video frame. Then all the frame-based 

classifiers are integrated using a fusion rule to determine 

the final classification. The detail algorithm is as 

follows. 

1. Project each frame to its PCA subspace computed 

from the training set of the frame and adjust the 

PCA dimension to reduce noise. 

2. For each frame, compute the whitened intrapersonal 

subspace using the within-class scatter matrix in the 

reduced PCA subspace and adjust the dimension of 

the whitened intrapersonal subspace to reduce the 

intrapersonal variation. 

3. For the L individuals in the gallery, compute their 

training data class centers. Project all the class 

centers onto the above intrapersonal subspace, and 

then normalize the projections by intrapersonal 

eigenvalues to compute the whitened feature 

vectors.

4. Apply PCA on the whitened feature vector centers 

to compute the final discriminant feature vector for 

each frame. 

5. Classify each frame using the discriminant feature 

vector computed in Step 4. 

6. Combine all the frame-based classifiers using a 

fusion rule for final classification of the video 

sequence.

It has been shown that LDA can be implemented in 

three steps: PCA, within class whitening, and between 

class discriminant analysis. However, in each 

processing step, the subspace dimension is fixed at the 

maximum possible number. The difference between the 

traditional LDA and the unified subspace analysis [11] 

is that we allow the dimension in each step to change. 

This will not only help to reduce the feature dimension 

but can also help to remove more noisy features to 

improve the recognition performance. 

Many methods on combining multiple classifiers have 

been proposed [4][13]. In this paper, we use two simple 

fusion rules in Step 6 to combine the frame-based 

classifiers: majority voting and sum rule. 

Majority voting 

    Each classifier xCk  assigns a class label to the 

input face data, ixCk . We represent this event as a 

binary function,

otherwise

ixC
XxT

k
ik

,0

,1
.  (1) 

By a majority voting, the final class is chosen as, 
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Sum rule 

    We assume that xCXP ki |  is the probability that 

x  belongs to iX  under the measure of the frame-based 

classifier xCk . According to the sum rule, the class 

for the final decision is chosen as, 

K

k
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xCXP ki |  can be estimated from the output of the 

frame-based classifier. For the frame-based classifier 

xCk , the center im  of class iX , and input face data 

x  are projected to the discriminant vectors kW ,
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2/1|ˆ
i
k

x
k

i
k

Tx
k

ki
ww

ww
xCXP , (6) 

which has been mapped to [0,1]. 

3. Experiments 

In this section, we conduct experiments on the 

XM2VTS face video database [6]. We select 294*4 

video sequences of 294 distinct persons from the four 

different sessions. For the training data, we use the 

294*3 video sequences of the first three sessions. The 

gallery set is composed of the 294 video sequences of 

the first session. The probe set is composed of the 294 

video sequences of the fourth session. The persons in 

the video read two sequences, “0 1 2 3 4 5 6 7 8 9” and 

“5 0 6 9 2 8 1 3 7 4”. 

From each video, 21 frames are selected by means of 

two strategies respectively: audio guided video 

synchronization and random selection without the audio 

information. So there are two different sets of face 

image sequences labeled as A-V Synchronization data 

and A-V non-synchronization data respectively. Each 

frame corresponds to the waveform peak of a digit. An 

additional frame is located at the midpoint of the end of 

the first sentence and the start of the second sentence.  

We first compare recognition results between still 

image based method and video based method. The 

results for both still image and video sequence are 

summarized in Table 1. The still images are either 

selected from the audio synchronized video sequence 

(A-V Synchronization case), or selected randomly from 

the non-synchronized video sequence (A-V Non-

Synchronization case). For each individual frame, we 

compute the recognition accuracy. Then the average 

accuracy for all frames is shown in Table 1. We can see 

that the performance of using still image directly by 

Euclidean distance classification is very poor (62.3%). 

This baseline result reflects the difficulty of the 

database. As we know that for face recognition 

experiments, if the probe image and the gallery image 

are from different sessions, the result is usually poor. 

This is the case for our experiments. Significant 

improvement is achieved by using video data. The 

recognition rate is improved to 98.6% using the voting 

rule for classifier integration. Figure 1 clearly illustrates 

the performance improvement. The results demonstrate 

that there is indeed significant amount of information 

contained in the video sequence. 

Next, we compare the audio synchronization and 

non-synchronization results in the two columns of Table 

1. We again see a clear improvement of recognition 

accuracy by the A-V synchronization approach for all 

the classification methods. All the methods reduce 

classification errors by 30% to 40% using AV 

synchronization. 

Table 1. Comparison of recognition accuracies 

between still image based methods and video based 

methods. 

Non-

Synchronization 

(%)

A-V

Synchronization 

(%)

Euclidean

Distance 
58.7 62.3 

Still

Image 
Subspace 

Analysis 
81.4 87.9 

Sum Rule 96.6 98.0 

Video
Voting

Rule
98.0 98.6 

This is a very high accuracy considering that the 

testing data and gallery data are in different sessions. 

Finally, we compare our video recognition method with 

existing video based face recognition methods, the 
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nearest frame method [9] and the mutual subspace 

method [9][14], in Table 2. Notice that the results for 

existing methods in Table 2 are computed from the A-V 

synchronized video sequence, and our subspace analysis 

method is also applied to the nearest frame method. So 

they are already better than the original methods. We 

can still clearly see the significant improvement of our 

algorithms. 

Figure 1. Comparison of video-based algorithms with 

individual image-based classifier based on the A-V data. 

Table 2. Comparison of recognition accuracies with 

existing video based methods. 

Video-based methods Recognition Accuracy (%) 

Mutual Subspace 79.3 

Nearest frame using 

Euclidean distance 
81.7

Nearest frame using LDA 90.9 

Nearest frame using unified 

subspace analysis 
93.2

Video-based classifier using 

sum rule 
98.0

Video-based classifier using 

voting rule 
98.6

4. Conclusion 

     In this paper, we have developed an effective video-

based face recognition algorithm. The algorithm takes 

full advantage of all the spatial-temporal information in 

the video sequence. In order to overcome the processing 

speed and data size problems, we propose a multiple 

classifiers fusion algorithm for video classification. 

Experiments on the largest available face video database 

have shown that the algorithm is effective in improving 

the recognition performance. Near perfect recognition 

results are achieved by the new algorithm. It is a 

significant improvement comparing to still image based 

method and existing video based method. 
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