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Abstract

Existing methods for video completion typically rely on
periodic color transitions, layer extraction, or temporally
local motion. However, periodicity may be imperceptible
or absent, layer extraction is difficult, and temporally lo-
cal motion cannot handle large holes. This paper presents
a new approach for video completion using motion field

transfer to avoid such problems. Unlike prior methods,
we fill in missing video parts by sampling spatio-temporal
patches of local motion instead of directly sampling color.
Once the local motion field has been computed within the
missing parts of the video, color can then be propagated to
produce a seamless hole-free video. We have validated our
method on many videos spanning a variety of scenes. We
can also use the same approach to perform frame interpo-
lation using motion fields from different videos.

1. Introduction
Video completion refers to the process of filling in miss-

ing pixels or replacing undesirable pixels in a video. One

useful application of video completion is restoration of

damaged or vintage videos. This technology can also be ap-

plied in other areas: post-production in the movie-making

industry (e.g., to remove unwanted objects), and restoration

of corrupted internet video streams due to packet drops.

In this paper, we propose a new approach for video com-

pletion. Instead of transferring color/intensity information

directly, our approach transfers motion field into missing

areas or areas targeted for removal. The key idea is to use

the local motion field of a video as its intrinsic representa-

tion. While previous video completion methods typically

rely on color, our method relies on local motion informa-

tion. We call our approach motion field transfer: it warps

known local motion vectors to predict motion in the holes.

∗This work was done while the first author was visiting Microsoft Re-

search Asia.

Figure 1. Illustration of motion field transfer. The spatio-temporal

video hole is filled in by motion fields sampled from other portions

of the video.

This approach is particularly effective in cases where peri-

odic motion (such as a person walking) is imperceptible or

absent.

1.1. Related Work

Video completion can be considered as an extension of

2D image completion to 3D. The problem of filling in 2D

holes has been well studied: image completion [10, 9, 15,

7, 22] and inpainting [2, 16]. Inpainting approaches typ-

ically handle smaller or thinner holes compared to image

completion approaches. The 3D version of the problem,

video completion [20, 14, 19, 23], has been getting increas-

ing attention. Unfortunately, video completion is less ef-

fective if the video is treated as a set of independent 2D im-

ages [20, 18]. While the temporal independence assumption

simplifies the problem, temporal consistency in the filled ar-

eas cannot be guaranteed.

One approach to ensure temporal consistency is to first

separate the input video into foreground and background

layers. Jia et al. [14] and Patwardhen et al. [19] separated

the video into a static background and dynamic foreground,

and filled the holes separately. Zhang et al. [23] used motion

segmentation to achieve layer extraction. These methods
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work well if the layers are correctly estimated; however, it

is difficult to obtain accurate layers in general, especially

for scenes with complex motion.

Our method is inspired by Wexler et al.’s technique [20].

Their technique fills holes by sampling spatio-temporal

patches from other portions of the video. In addition, global

optimization is performed in order to enforce consistency in

the holes. The method worked well in cases where the video

contains periodic motion. The approach proposed by Mat-

sushita et al. [18] also bears some similarity with our ap-

proach in that their method propagates the local motion field

towards the missing image areas. However, their method is

limited to temporally thin holes because their hole-filling

process is done on a per-frame basis. Additionally, their

propagation is based on simple diffusion, which cannot han-

dle holes with complex motion fields well.

We borrow the fundamental idea of motion warping [21],

in which motion parameter curves are warped for human

body animation. Gleicher [12] and Cheung [6] adapted this

idea to transfer articulated motion parameters to different

objects. While these methods have been successful, motion

warping has been limited to 3D targets which have the sim-

ilar degrees of freedom. Instead of using high-level motion

parameters, our method instead transfers low-level local

motion field which can be estimated from videos. Haro et
al. [13]’s work on transferring video effects has shown in-

teresting results, including transfer of motion blur. Unlike

their technique, however, we do not require input/output

training pairs.

1.2. Overview of Our Approach

Our method is based on the assumption that motion in-

formation is sufficient to fill holes in videos. This assump-

tion is valid if object motion is continuous in the video,

which is usually the case. We regard the sequence of lo-

cal motion field as an intrinsic video representation that is

independent of color. By using motion field, we increase

the chances of good matches for hole-filling. We need only

match based on similarity in motion (regardless of color),

which is surprisingly effective, as shown in our results.

Our approach consists of the following steps:

Local motion estimation. The pixelwise local motion

vector field in the video is computed except at the holes.

Motion field transfer. The motion vectors in the holes

are progressively estimated by sampling spatio-temporal

patches of motion field from different portions of the video.

Color propagation. The motion field computed in holes

is used to propagate color information from surrounding

video pixels to finally complete the video.

The primary contribution of this paper is the motion field

transfer step, which warps the local motion field for video

Figure 2. A simple example where motion based method performs

better.

completion. Why motion field instead of color? Fig. 2 il-

lustrates the scenario where our motion-based method is ef-

fective while a color-based sampling method may fail. Here

we have a common scenario where the foreground object is

moving in front of a stationary background that has a unique

distribution of colors. The color-based sampling technique

has a matching problem similar to that of window-based

stereo within the vicinity of object boundaries. The motion-

based technique mimics motion observed elsewhere, and it

works well because it does not rely on the distribution of

color (which can be temporally discontinuous).

2. Video Completion Algorithm
This section describes how our proposed algorithm

works.

2.1. Local motion estimation

The first step of our method is to compute the local mo-

tion field. To do this, we use the hierarchical Lucas-Kanade

optical flow computation method [17, 3]. In a coarse-to-fine

manner, the method estimates the motion vector (u, v)T that

minimizes the error function

arg min
(u,v)

∑ (
u

∂I

∂x
+ v

∂I

∂y
+

∂I

∂t

)
, (1)

where ∂I
∂x , ∂I

∂y and ∂I
∂t are image derivatives along spatial

and temporal axes. We represent the estimated motion

vector at point p = (x, y, t)T in the video sequence by

(u(p), v(p))T
.

2.2. Dissimilarity measure of motion vectors

Before we describe the next step (motion field transfer),

we first define our patch dissimilarity measure for the mo-

tion data. Our video completion is based on non-parametric

sampling of the motion field. Since the 2D optical flow can

be viewed as a 3D vector in spatio-temporal domain with

the constant temporal element being t, the 3D vector m is

defined as m ≡ (ut, vt, t)T . We measure the distance be-

tween two motion vectors using the angular difference (in
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3D space) as was done in Barron et al. [1]:

dm(m0,m1) = 1 − m0 · m1

|m0||m1| = 1 − cos θ, (2)

where θ is the angle between two motion vectors m0 and

m1. This angular error measure accounts for differences

in both direction and magnitude, since measurements are in

homogeneous coordinates.

2.3. Motion Field Transfer

Using the dissimilarity measure defined in Eq. (2), the

algorithm next seeks the most similar source patch given

the target patch in order to assign the motion vectors to the

missing pixels in the target patch. The dissimilarity between

the source patch Ps and the target patch Pt is calculated by

aggregating the dissimilarity measure over the patch (ignor-

ing missing pixels in the target patch). Suppose the set of

valid pixels in the target patch is D; the aggregate distance

between the source and target patches is then defined as

d
(
Ps(xs), Pt(xt)

)
=

1
|D|

∑
p∈D

dm

(
m(p+xs),m(p+xt)

)
, (3)

where |D| is the number of defined pixels, xs and xt rep-

resent the position of the source and target patches, and p
is the relative position from the center of each patch. Given

the target patch Pt with its location xt, the optimal source

patch P̂s is obtained by finding the appropriate xs which

minimizes Eq. (3) as

P̂s(x̂s) = arg min
Ps(xs)

d(Ps(xs), Pt(xt)). (4)

Once the optimal source patch P̂s is found, the missing pix-

els in the target patch are filled by copying the motion vec-

tors from the corresponding positions of the source patch.

The computation of the motion field transfer starts from

the boundary of the holes, progressively advancing towards

the inner holes. The holes are gradually filled with the new

motion vectors which are copied from the source patches.

Once the missing pixel is assigned a motion vector, the pixel

is treated as a defined video pixel in the following compu-

tation. The order of fill-in, i.e., the order selection of the

target patch, is determined by the number of non-hole pix-

els in the target patch, and the target patch with the highest

number of non-hole pixels is first used for completion.

For efficiency, matching is done hierarchically through a

Gaussian pyramid [5] of the video volume. Let lm be the

number of levels in the pyramid. Starting from the finest

level l = 1, the coarser levels of the video volume are suc-

cessively generated by convolving with a Gaussian kernel

and sub-sampling. The patch size for matching in pyramid

level l is set to 2β×2β×2β , where β = lm−l+1. The Gaus-

sian kernel sigma used to blur one level to the next coarser

level is set to one-fourth the patch size for matching [8], i.e.,

in our case, 2β−2.

Figure 3. Illustration of color propagation. Color values of missing

video pixels are computed by propagating the color information

from the defined image pixels using the transferred motion vector

field.

2.4. Color Propagation

Once the motion vectors have been found in the holes,

color information is then propagated to generate the output

video. The transferred motion vectors in the holes indicate

the missing pixels’ relationship with their neighbors; the

motion vectors form a graph as shown in Fig. 3. Our color

propagation method uses this graph to assign color values in

the holes. We treat the motion vectors as undirected edges

which represent pixel correspondences among frames.

Suppose we are to assign a color value to a pixel p using

the connected pixels q ∈ N . Note that the edge originating

from p may point to a fractional location in the neighboring

frame as shown in Fig. 3. Similarly, a point q in the previous

frame may be connected to a fractional location of pixel

p. We use the sizes of overlapped areas s(p,q) as weight

factors to determine the contribution of neighboring pixels

q to pixel p. We also use the reliability of the edge r(p,q),
which is measured by the inverse of dissimilarity measure

defined in Eq. (3). The contribution from the neighboring

pixel q to the pixel p is given by the product of r and s as

w(p,q) = r(p,q)s(p,q). (5)

Thus, the color c(p) at pixel p is a weighted average of

colors at the neighboring pixels q:

c(p) =

∑
q∈N w(p,q)c(q)∑

q∈N w(p,q)
. (6)

Given n hole pixels, for each pixel {pi; i = 1, . . . , n}
an equation is obtained from Eq. (6). Assuming there are m
boundary pixels {pb

j ; j = 1, . . . , m} with known colors, the

n equations form the following linear system of equations:

C = [W|Wb]
[

C
Cb

]
, (7)

where C is a 3×n matrix C = [c(p1), . . . , c(pn)]T , Cb is

a 3×m matrix Cb = [c(pb1 ), . . . , c(pbm)]T , and the n×n
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matrix W and m × n matrix Wb are given by

W =

2
6664

0 w12 · · · w1n

w21 0 · · · w2n

.

.

.
.
.
.

. . .
.
.
.

wn1 wn2 · · · 0

3
7775 , Wb =

2
664

wb
11 · · · wb

1m
.
.
.

. . .
.
.
.

wb
n1 · · · wb

nm

3
775 .

Here wij represents the weight factor w(pi,pj) after nor-

malization, such that each row of [W|Wb] sums to one.

Therefore, wij falls in the range [0, 1]. The diagonal el-

ements of W are all zero, since the motion vector never

points the source pixel to itself. In order to obtain C, Eq. (7)

can be written as

C = (I − W)−1WbCb, (8)

where I is the n × n identity matrix. The matrix (I − W)
is usually invertible, and the solution can be efficiently ob-

tained by LU decomposition since the matrix is structurally

symmetric and sparse. If the determinant of (I−W) is very

small (indicating closeness to singularity), we compute its

pseudo-inverse through singular value decomposition to ob-

tain the least-squares solution.

3. Experimental Results
To validate our proposed method, we used it on a variety

of videos. For all our experiments, a three-level Gaussian

pyramid was used (lm = 3).

3.1. Results of Video Completion

We have tested our method on 15 different videos, each

containing a variety of motion and color.

Walking scene We first show the result for a video in-

volving a walking person.The top row of Fig. 4 shows five

frames of the original 80-frame input video of resolution

240 × 180. In the second row, the spatio-temporal hole

created in the middle of the scene can be seen together

with computed local motion field (overlaid). The volume of

the spatio-temporal hole is about 12, 000 pixels, spanning

five frames. Using motion field transfer, the hole is filled

with the estimated local motion field as shown in the third

row. Video completion is achieved by propagating color as

shown in the bottom row. Our method was able to produce

results that are visually identical to the ground truth.

Performer scene Fig. 5 shows the video completion re-

sult for the video ‘performer’ captured with a moving cam-

era.The resolution of the 60-frame input video is 352×240.

The top row shows the original image sequence, and the

corresponding image sequence with a spatio-temporal hole

is shown in the middle row. The hole size is 72 × 120,

spanning three frames. With our video completion method,

the spatio-temporal hole is seamlessly filled as shown in the

bottom row in Fig. 5. Fig. 6 is a close-up view of the re-

sult in the vicinity of the hole. From left to right, the figure

shows (a) the ground truth, (b) the result of our method,

(c) the intensity difference of the two images (b) and (a) in

l2 norm, (d) the result of the color-based method and (e)

the intensity difference of (d) and (a) in l2 norm. Although

the result (b) looks slightly blurry due to the bilinear inter-

polation in the color propagation step, the structure of the

moving object and background were well preserved. On

the other hand, the color based method produces a signifi-

cant amount of artifacts, especially around the leg, because

the motion of the leg is not well observed in the image se-

quence. As we can see in the difference images (c) and (e)

of Fig. 6, our method did significantly better than the color-

based sampling method.

Object Removal Fig. 7 shows a useful application of

video completion: object removal. Here, we manually

removed the foreground person and automatically filled

the hole using our motion-based technique. The size of

the spatio-temporal hole is about 700, 000 pixels spanning

about 60 frames. Even though there is complex motion in

the background, the fill-in was accomplished well. There

were noticeable blur effects, which was not surprising, since

the hole is large. We briefly discuss the blur effect in Sec. 4.

Quantitative evaluation To further validate our proposed

method, we performed a quantitative comparison between

our method and the color-based non-parametric sampling

method. For this evaluation, we used short video clips

whose lengths range from 35 to 100 frames. We believe

these videos are reasonably good representatives of videos

captured by the average consumer. Fig. 8 shows the devia-

tion from the ground truth for the two methods. The devi-

ation is represented by the root-mean-squared (RMS) error

in intensity. For all these 10 video samples, our method

performed better than the color-based sampling method.

3.2. Another Application: Frame Interpolation

Fig. 9 shows another result of video completion for a

breakdance scene. Unlike previous examples, here we re-

cover entire frames (within dashed boxes). The video con-

tains rather complex motions that are not periodic. Despite

this, our method was able to interpolate frames by treating

the new intermediate frames as holes.

Since the motion field is low-level information that is

independent of color, we can extend our video completion

method to fill holes in one video using motion fields from

another video. This should work in principle if the two

video sequences have similar motions (such as a person

walking). This property suggests it is plausible to accumu-

late a video library of all types of motions for the purpose

of general video completion.
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Figure 4. Walking scene result (five frames shown). Top row: original frames, second row: spatio-temporal hole and computed local motion

field, third row: result of motion field transfer. bottom row: result of video completion. Notice the frames in the first and last rows are

virtually identical.

Figure 5. Performer video result (five frames shown). Top row: original image sequence, middle row: corresponding image sequence with

a hole, and bottom row: result of video completion using our method.

The idea of using a precomputed set of motion fields as

priors for video completion is particularly germane to in-

ternet video applications, where frames do get dropped oc-

casionally due to heavy traffic. To prevent the video on

the client side from appearing choppy, one can fill in the

dropped frames using our video completion technique.

More specifically, we concentrated on the video chat sce-

nario. This seems tractable because the motions in such a

video are those of the human head, and they are rather lim-

ited. In our experiment, we pre-store the full-rate video as

shown in the top row of Fig. 10. We use this video to help

complete other videos.

To use the prior video, the local motion field of the prior

video is pre-computed. Given a low-frame rate input video,

we recompute the local motion in the prior video with the

same frame rate as the input video. Motion field trans-

fer is then performed to find out the most similar motion

patch from the prior video. Once the patch is found, the
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Figure 6. Close-up views. (a) Ground truth, (b) result of video completion using our method, (c) intensity difference between (b) and (a),

(d) result of video completion using color-based sampling, and (e) intensity difference between (d) and (a). The dashed boxes indicate the

location of the spatio-temporal hole.

Figure 7. Object removal example (five representative frames shown). Top row: input video, where the two performers are occluded by

a foreground person walking across the view. Middle row: after manually removing the foreground person. Bottom row: result of fill-in

using our method.

full-resolution motion field is warped to the low-frame rate

video to achieve a higher frame rate.

Fig. 10 shows the result of frame rate recovery. The

prior video is captured at 30 frames per second (fps), and

the frame rate of the input video is 15 fps. Although the

color distributions in two videos are different, our method

was able to seamlessly generate intermediate frames using

motion field transfer. In this example, we only show the

video chat scenario; however, the same technique can be

used in other scenarios where the types of possible motion

are predictable.

4. Discussion
While our motion field transfer approach to video com-

pletion has been shown to be effective for a variety of

videos, it has limitations. For one, we are computing and

comparing first-order derivatives of video data, and such

measures tend to be more sensitive to noise than directly

using color. However, we can alleviate the problem by

prefiltering (if the extent of noise is somewhat known)

and/or using more robust motion estimation algorithms

(such as [11, 4]). As with any motion estimation techniques,

large motions cannot be reliably extracted. Such an exam-

ple is the running animal video in the rightmost column of

Fig. 8; notice the large prediction error. Color-based meth-

ods would likely work better for videos with large motions

that are periodic (the running animal video is not periodic).

Our method also tends to produce slightly blurry re-

sults due to bilinear resampling in the color propagation

step. While better resampling techniques may be used (e.g.,

cubic interpolation), blur artifacts would still persist. To

overcome this problem, one can apply a color-based sam-
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Figure 9. Breakdance scene result. The frames within dashed boxes were recovered by applying our video completion method to the entire

set of missing frames.

Figure 10. Result of frame rate recovery using the motion field prior. By transferring the motion field from the prior video, intermediate

frames (within dashed boxes) that appear seamless can be synthesized. Note that here we are doubling the frame rate.

Figure 8. Reconstruction errors for our method and the color-based

sampling method for 10 different videos.

pling pass to replace the estimated colors from the motion-

based approach, since the color-based method produces di-

rectly copies the patches and thus avoids the blurring prob-

lem. This is the main idea behind the deblurring method of

Matsushita et al. [18], which transfers sharper pixels from

neighboring frames.

Directly copying pixels from one location to another ig-

nores the effect of mixed pixels. The proper approach would

be to separate colors (together with the blending factor or

matting information) and move the colors independently,

(a) (b) (c) (d) (e)
Figure 11. Effect of temporal size of hole on resulting blur. (a)

Ground truth, (b-e), top row: results of our motion-based sampling

with the hole set to 50 × 50 (within dashed boxes) spanning 2, 5,

7, and 10 frames respectively, (b-e), bottom row: results of color-

based method under the same conditions.

very much in the spirit of Zitnick et al.’s approach [24].

They simultaneously estimate motion vectors and matting

information for frame interpolation specifically to handle

the mixed pixel problem.

The color-based sampling method is expected to work

better for videos with clear-cut periodic color variations and

large motions. Both color-based and motion-based tech-

niques have complementary strengths and weaknesses. This

is illustrated in Fig. 11, which compares results for the video

of walking people. As described earlier, our method pro-
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duced blurry effects (depending on the temporal extent of

the hole). On the other hand, the color-based method pro-

duced some missing parts, especially around the head, but

parts that do show up look sharp. It seems logical to com-

bine these two techniques. As future work, it would be in-

teresting to investigate the effectiveness of this hybrid ap-

proach.

Computational Cost The most time-consuming part of

our method is searching the source patches. Given a video

of resolution w × h and length L frames, the number of

matches performed for each target patch is roughly w/4 ×
h/4×L/4 when lm = 3. It took about 40 minutes to process

the performer video (w = 352, h = 240, L = 60) using a

P4 3GHz PC.

5. Conclusion
In this paper, we proposed the idea of motion field trans-

fer for video completion, which involves sampling similar

motion patches from different portions of the video. Mo-

tion field is an intrinsic information embedded in a video

that is independent of color. Motion field transfer works

better than conventional color-based non-parametric sam-

pling techniques in cases where periodic motion is either

imperceptible or absent. Our method has been tested on a

number of videos spanning a variety of motion and color

distributions, and has been shown to have significantly bet-

ter performance over the color-based non-parametric sam-

pling method.
In addition to hole-filling, we have shown re-

sults of seamless frame interpolation, using motion in-
formation within the same video and from another
video.

References
[1] J. L. Barron, D. J. Fleet, and S. S. Beauchemin. Performance

of optical flow techiniques. Int’l Journal of Computer Vision,

12(1):43–77, 1994. 3

[2] M. Bertalmio, G. Sapiro, V. Caselles, and C. Ballester. Image

inpainting. In SIGGRAPH 2000, pages 417–424, 2000. 1

[3] J.-Y. Bouguet. Pyramidal implementation of the Lucas

Kanade feature tracker: Description of the algorithm. In Intel
Research Laboratory, Technical Report., 1999. 2

[4] T. Brox, A. Bruhn, N. Papenberg, and J. Weickert. High ac-

curacy optical flow estimation based on a theory for warping.

In Proc. Europ. Conf. on Computer Vision (4), pages 25–36,

2004. 6

[5] P. J. Burt and E. H. Adelson. The Laplacian pyramid as

a compact image code. IEEE Trans. on Communications,

COM-31,4:532–540, 1983. 3

[6] G. K. M. Cheung, S. Baker, J. K. Hodgins, and T. Kanade.

Markerless human motion transfer. In Int’l Symp. on 3D
Data Processing, Visualization and Transmission, pages

373–378, 2004. 2
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