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The quick advance in image/video editing techniques has enabled people to synthesize realistic im-
ages/videos conveniently. Some legal issues may arise when a tampered image cannot be distinguished
from a real one by visual examination. In this paper, we focus on JPEG images and propose detecting
tampered images by examining the double quantization effect hidden among the discrete cosine trans-
form (DCT) coefficients. To our knowledge, our approach is the only one to date that can automatically
locate the tampered region, while it has several additional advantages: fine-grained detection at the
scale of 8 × 8 DCT blocks, insensitivity to different kinds of forgery methods (such as alpha matting and
inpainting, in addition to simple image cut/paste), the ability to work without fully decompressing the
JPEG images, and the fast speed. Experimental results on JPEG images are promising.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Nowadays the saying “to see is to believe” might not be true
any more. The trustworthiness of photos is being undermined by
the advance of image/video editing techniques (e.g., [1–7], to name
just a few). There has been a long history of image forgery. In the
early days, dark-room skills were used to print multiple fragments
of photos onto a single photograph paper. In the current digital
era, image/video forgery becomes much easier. The techniques in-
volve naive cutting and pasting [20], matting for perfect blending
[3,5], graph cut for finding optimal composition boundaries [2,7],
texture synthesis [2,6], and variational approaches [1,4] for syn-
thesizing new contents. With these more and more sophisticated
techniques, realistic synthetic images/videos can be produced con-
veniently without leaving noticeable visual artifacts (e.g., Fig. 1(a)).
This has caused many problems, including legal and ethical issues
[11]. For example, Walski presented news reports with degraded
fidelity1 and the internet image showing Fonda and Kerry sharing the
same speaker platform2 has caused some damage to Kerry's career.
Therefore, developing technologies to judge whether the content
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of an image/video has been altered is very important. This paper
contributes by addressing such a difficult problem in computational
photography and vision, and provides the first fast, fully-automatic,
and fine-grained algorithm to detect tampered JPEG images. We shall
demonstrate the encouraging results that have been obtained.

1.1. Related work

Image forensic technologies can be categorized as active ones
and passive ones. Active image forensic methods mainly insert dig-
ital watermark [8] to images/videos at the instant of their acquisi-
tion. The integrity of images/videos can be checked by detecting the
change in the watermark. This would require that the image/video
capturing devices being equipped with watermarking functionality,
and that both the watermark embedder and detector be standard-
ized. Unfortunately, up to date this is still not true for most of the
commodity cameras, leaving plenty of images/videos unprotected by
watermark. On the other hand, watermarking relies on the assump-
tion that the digital watermark cannot be easily removed and rein-
serted, which is not guaranteed either [9]. These limitations prevent
broad applications of active approaches.

In contrast, passive image forensic aims at developing tech-
nologies for tampered image/video detection without using any3

3 As a mid-way approach, Lukas et al. [16] require either the camera that took
the images or other images taken by the same camera.
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Fig. 1. Examples of our detection results. (a) Tampered JPEG image by masking the lion and inpainting with structure propagation [6]. (b) Block posterior probability map
(BPPM) of (a). (c) The segmentation of (b). (d) The output of the tampered region (shown in black) according to (c). For comparison, the original image is given in (e).

knowledge beyond the image/video itself [10]. Rather, it focuses
on checking various kinds of consistency in the image/video. Farid
et al. have performed some pioneering work in this direction. They
have proposed some statistics of images that may be changed af-
ter tampering [13], including the interpolation relationship among
the nearby pixels if resampling was done during synthesis [15], the
double quantization (DQ) effect of two JPEG compression steps with
different qualities, before and after the images are synthesized [13],
the gamma consistency via blind gamma estimation using the bi-
coherence [17], the signal to noise ratio (SNR) consistency, and the
color filter array (CFA) interpolation relationship among the nearby
pixels [14]. They have also proposed checking the lighting consis-
tency [12] and detecting the duplicated regions [18] and the chro-
matic aberration [19]. Bicoherence is also used by Ng et al. [20] to
detect spliced images. Lin et al. [25] and Hsu and Chang [21,22]
also considered exploiting the camera response function (CRF) to de-
tect image composition, where the former computed the whole CRF
curves from different sets of image patches to check their normal-
ity and consistency, whereas the latter modeled the CRF by a linear
exponent function and estimated the corresponding parameters. A
more recent survey on the above-mentioned techniques can be found
in [24].

However, all the existing literature only report the possibility
of using the proposed statistics or low-level cues to detect image
forgery. More specifically, most of the work only shows its effective-
ness by comparing the difference in the characteristics of the authen-
tic region and the forgery region which are usually known a priori.
To our best knowledge, no complete solution has been reported to
determine the forgery region blindly and automatically. For example,
although the computation of the bicoherence [20] and the detection
of the periodic resampling pattern [15] and the interpolation pattern
[14] can judge at some accuracy whether each given image block is
forgery, to determine the forgery region blindly requires testing a
large amount of image blocks across the whole image, possibly re-
sulting in a prohibitive computation load. As a result, more or less,
the suspicious regions have to be prescribed manually. However, in
some cases, manual prescription may not be easy. For example, it is
hard to guess the suspicious region if the image is synthesized by
inpainting or texture synthesis after removing an object (Figs. 1(a)
and 9(a) and (e)). Moreover, none of the previous work reports how
to fuse the local judgement on image blocks into a global decision to
determine the forgery region. Consequently, all the previous work
can only produce coarse-grained output of the forgery region, i.e., at
the level of large-size regions (e.g., at a size of 128 × 128 [20]) or
only decides that the given image is fake [10,21,22].

In this paper, we propose a fast and fully automatic detection
method for JPEG images. The reasonwe target JPEG images is because
JPEG is the most widely used image format. Particularly in digital
cameras, JPEG may be the most preferred image format due to its
efficiency of storage. Our method is based on the DQ effect (to be
detailed in Section 2.2. Intuitively speaking, the DQ effect is the

Fig. 2. Illustrations of some terminologies. (a) A tampered image must contain the
unchanged region (blank area) and the tampered region (shaded area). Note that
the unchanged region can either be the background (left figure) or the foreground
(right figure). (b) A DCT block is a group of pixels in an 8 × 8 window on which
DCT is operated when compression. The gray block is one of the DCT blocks. The
DCT grid is a grid that partitions the image into DCT blocks. (c) A tampered block
(shaded blocks) is a DCT block that is inside the tampered region or across the
synthesis edge. An unchanged block (blank blocks) is a DCT block that is completely
inside the unchanged region.

exhibition of periodic peaks and valleys in the histograms of the
discrete cosine transform, DCT, coefficients.) in forged JPEG images
and can produce fine-grained output of the forgery region at the
scale of 8 × 8 image blocks.

Although DQ effect was already presented in [13,27] and the un-
derlying theory was also exposed therein, those papers actually only
suggested that DQ effect could be utilized for image authentication:
they only verified, under different compression qualities, that double
compression can result in detectable DQ effect, but did not explore
how to utilize DQ effect for image forgery detection. Moreover, they
believed that those images having DQ effects are possibly forgery.
We find that this is not true (see Section 3.1). On the other hand,
our algorithm is much more sophisticated than simple DQ effect de-
tection. To date, our paper is the only one that applies DQ effect for
image forgery detection. The basis of our proposed methodology is
the exact opposite to that of [13,27]: the regions that do not have the
DQ effect are possibly forged.

Ye et al. [23] also detected image forgery by analyzing the his-
tograms of DCT coefficients. However, their method needs user assis-
tance to segment an image into correct regions, in order to estimate
the quantization tables and compute the blocking artifact measures
appropriately.

1.2. Terminologies

To proceed, we first give some definitions (Fig. 2). That an image
is “tampered” (Fig. 2(a)) means part of the content of a real image
is altered. Note that this concept does not include those wholly syn-
thesized images, e.g., an image completely rendered by computer
graphics or by texture synthesis. But if part of the content of a real
image is replaced by those synthesized or copied data, then it is
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Fig. 3. The work flow of our algorithm. The dashed block at the left is an optional step if the given test image is stored in a lossless format. The classifier has to be trained
in advance, where the training images also undergo all the steps before “Classifier”.

P(u|⋅)

Fig. 4. The illustration of building histograms of DCT coefficients for each of YUV channel and each frequency and voting for the probabilities of the DCT blocks to be
unchanged. Only three blocks, three histograms, and three arrows are shown for clarity of the figure.

viewed as “tampered”. In other words, that an image is tampered
implies that it must contain two parts: the unchanged region and the
tampered region. A DCT block (Fig. 2(b)), or simply called a “block”,
is a group of pixels in an 8 × 8 window. It is the unit of DCT that
is used in JPEG. A DCT grid is the horizontal lines and the vertical
lines that partition an image into blocks during JPEG compression. A
tampered block (Fig. 2(c)) refers to a block in the tampered region
or along the synthesis edge and an unchanged block is a block in the
unchanged region.

1.3. Outline of our approach

Fig. 3 shows the work flow of our algorithm. Given a JPEG image,
we first dump its DCT coefficients and quantization matrices for YUV
channels. If the image is originally stored in other lossless format, we
first convert it to the JPEG format at the highest compression qual-
ity. Then we build histograms for each channel and each frequency
(Fig. 4). Note that the DCT coefficients are of 64 frequencies in total,
varying from (0,0) to (7,7). For each frequency, the DCT coefficients
of all the blocks can be gathered to build a histogram. Moreover, a
color image is always converted into the YUV space for JPEG com-
pression. Therefore, we can build at most 64 × 3 = 192 histograms
of DCT coefficients of different frequencies and different channels.
However, as high frequency DCT coefficients are often quantized to
zeros, only the histograms of low frequencies of each channel are
useful. For each block in the image, using one histogram we can
compute one probability of it being a tampered block, by checking
the DQ effect of this histogram (more details will be presented in
Section 3.2). With all the available histograms, we can accumulate
the probabilities to give the posterior probability of this block being
unchanged (Fig. 4). Then the block posterior probability map (BPPM)
is thresholded to differentiate the possibly tampered region and possi-
bly unchanged region. With such a segmentation, a four-dimensional
feature vector is computed for the image. Finally, a trained SVM is
applied to decide whether the image is tampered. If it is tampered,
then the segmented tampered region is also output.

Our method has several advantages. First, it is capable of locating
the tampered region automatically without the user to prescribe the
suspicious region. This is a feature that is rarely possessed by the
existing methods. The duplicated region detection [18] may be the

only exception. But copying a part of an image to another position
of the same image is not a common practice in image forgery. Sec-
ond, the detection is at a fine-grained scale, i.e., at the level of DCT
blocks, while the previous methods [20,10,13,15,14,25] can only
produce coarse-grained output. Third, most of the existing methods
aim at detecting tampered images synthesized by the cut/paste skill
([20,21], interpolation or resampling may precede [13,15]). In con-
trast, our method could deal with images whose tampered region
is produced by various kinds of methods such as inpainting [1,6],
alpha matting [3,5], texture synthesis [2], and other editing skills
[4] besides image cut/paste. Third, our algorithm directly analyzes
the DCT coefficients without fully decompressing the JPEG image.
This greatly saves the memory cost and the computation load.
Finally, our method is much faster than the bi-coherence based
approaches [13,20], iterative methods [13], and the CRF based
algorithms [25,21,22].

The rest of this paper is organized as follows. We first give the
background of our approach in Section 2, then introduce the core
part of our algorithm in Section 3. Next we present the experimental
results in Section 4. Finally, we conclude our paper with discussions
and future work in Section 5.

2. Some background

2.1. The model of image tampering and the double JPEG compression

We model the image tampering process in three steps (Fig. 5):

(1) Choose a JPEG-compressed image I1 and decompress it.
(2) Replace a region of I1 by pasting or matting (either with inter-

polation or resampling or not) a region from another image I2
(either in JPEG or not), or inpainting or synthesizing new content
inside the region.

(3) Save the forgery image in JPEG or any lossless format.4

4 In this case, we will re-save the image as JPEG with a compression quality
100 when detection starts (Fig. 3). Note that most of the existing image formats
other than JPEG and JPEG2000 are lossless.
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Fig. 5. The three steps of our JPEG image tampering model. (a) Decompress a JPEG
image (the grid represents DCT blocks) and choose (implicitly or explicitly) a region
(inside the dashed curve) to alter. (b) Replace the region (shaded) with new content.
(c) Recompress the tampered image. After these three steps, the unchanged region
(blank blocks) is doubly compressed while the tampered region (shaded blocks) is
singly compressed.

To explain the DQ effect that results from double JPEG compres-
sion, we shall give a brief introduction of JPEG compression. The
compression of JPEG images involves three basic steps [28]:

(1) DCT: An image is first divided into DCT blocks. Each block is
subtracted by 128 and transformed to the YUV color space. Finally
DCT is applied to each channel of the block.

(2) Quantization: the DCT coefficients are divided by a quantization
step and rounded to the nearest integer.

(3) Entropy coding: lossless entropy coding of quantized DCT coef-
ficients (e.g., Huffman coding).

The quantization steps for different frequencies are stored in quan-
tization matrices (luminance matrix for Y channel or chroma matrix
for U and V channels). The quantization matrices can be retrieved
from the JPEG image. Here, two points need to be mentioned:

(1) The higher the compression quality is, the smaller the quantiza-
tion step will be, and vice versa.

(2) The quantization step may be different for different frequencies
and different channels.

The decoding of a JPEG image involves the inverse of the
pervious three steps taken in reverse order: entropy decoding,
de-quantization, and inverse DCT (IDCT). Unlike the other two op-
erations, the quantization step is not invertible as will be discussed
in Section 2.2. The entropy encoding and decoding step will be ig-
nored in the following discussion, since it has nothing to do with
our method.

Consequently, when an image is doubly JPEG-compressed, it will
undergo the following steps and the DCT coefficients will change
accordingly:

(1) The first compression:
(a) DCT (suppose after this step a coefficient value u is ob-

tained).
(b) The first quantization with a quantization step q1 (now the

coefficient value becomes Qq1 (u)= [u/q1], where [x] means
rounding x to the nearest integer).

(2) The first decompression:
(a) Dequantizationwith q1 (now the coefficient value becomes

Q−1
q1 (Qq1 (u)) = t[u/q1]q1.

(b) IDCT.
(3) The second compression:

(a) DCT.
(b) The second quantization with a quantization step q2 (now

the coefficient value u becomes Qq1q2 (u) = [[u/q1]q1/q2]).

We will show in the following section that the histograms of double
quantized DCT coefficients have some unique properties that can be
utilized for forgery detection.

2.2. DQ effect

The DQ effect has been discussed in [13], but their discussion is
based on quantizationwith the floor function. However, in JPEG com-
pression it is the rounding function, rather than the floor function,
that is utilized in the quantization step. So we provide the analysis
of DQ effect based on quantization with the rounding function here,
which can more accurately explain the DQ effect caused by double
JPEG compression.

Denote h1 and h2 the histograms of DCT coefficients of a frequency
before the first quantization and after the second quantization, re-
spectively. We will investigate how h1 changes after DQ. Suppose a
DCT coefficient in the u1-th bin of h1 is relocated in a bin u2 in h2,
then

Qq1q2 (u1) =
[[

u1
q1

]
q1
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]
= u2.
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In either cases, the number n(u2) of the original histogram bins
contributing to bin u2 in the double quantized histogram h2 depends
on u2 and can be expressed as

n(u2) = q1

(⌊
q2
q1

(
u2 + 1

2

)⌋
−

⌈
q2
q1

(
u2 − 1

2

)⌉
+ 1

)
. (1)

Note that n(u2) is a periodic function, with a period:

p = q1/gcd(q1, q2),

where gcd(q1, q2) is the greatest common divider of q1 and q2. This
periodicity is the reason of the periodic pattern in histograms of
double quantized signals (Figs. 6(c), (d) and 7).

One notable observation is that if q2<q1, then n(u2)=0 for some
u2. For example, when q1 = 5, q2 = 2, then n(5k+ 1)= 0. This means
that the histogram after DQ can have periodically missing values
(also refer to Fig. 6(c)). While when q2>q1 the histogram can exhibit
some periodic pattern of peaks and valleys (Figs. 6(d) and 7). In both
cases, it could be viewed as showing peaks and valleys periodically.
This is called the DQ effect.
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Fig. 7. A typical DCT coefficient histogram of a tampered JPEG image. This histogram
can be viewed as the sum of two histograms. One has high peaks and deep valleys
and the other has a random distribution. The first “virtual” histogram collects the
contribution of unchanged blocks, while the second one collects the contribution of
tampered blocks. The shaded rectangle shows one estimated period of the histogram.

2.3. Estimating the period

To utilize the DQ effect, we need to know the period p of a his-
togram h. It can be estimated as follows. Suppose s0 is the index of
the bin that has the largest value. For each p between 1 and smax/20,
we compute the following quantity:

H(p) = 1
imax − imin + 1

imax∑
i=imin

[h(i · p + s0)]
�,

where imax = �(smax − s0)/p�, imin = �(smin − s0)/p�, smax and smin are
the maximum and minimum index of the bins in the histogram,
respectively, and � is a parameter (can be simply chosen as 1). H(p)
evaluates how well the supposed period p gathers the high-valued
bins. Then one estimate of the period p is: phist = arg maxpH(p).
On the other hand, we can use the fast Fourier transform to find
the peak of the spectrum of the histogram with the direct current
component removed. This gives another estimate pFFT of the period
p. Then the final estimate of the period is p=min(phist ,pFFT ). If p=1,
this histogram suggests that the JPEG image is singly compressed.
Therefore, it cannot tell whether a block is tampered or not and we
should not use this histogram.

3. Core of our algorithm

3.1. DQ effect analysis in tampered JPEG images

Although DQ effect has been presented in [13,27], their authors
actually did not develop a working algorithm for real-world tam-
pered image detection. They only suggested that images having DQ
effect might be forged. However, since people may simply compress
a real image twice with different qualities, the presence of DQ ef-
fect does not necessary imply the existence of image forgery. More-
over, what is even more critical is that our observation is exactly the
other way round: the unchanged region will have DQ effect, while
the tampered region will not. Unchanged regions produce DQ effect
because this part of the tampered image is the same as that of the
doubly compressed original image. On the other hand, the tampered
region will not exhibit DQ effects because of following reasons:

(1) Absence of the first JPEG compression in the tampered region. Sup-
pose the tampered region is cut from a BMP image or other kind
of images rather than JPEG images, then, the tampered region
will not undergo the first JPEG compression, and of course does
not produce any DQ effect. Similarly, when the tampered region
is synthesized by alpha matting or inpainting, or other similar
skills, then the tampered region will not produce any DQ effect
either.

(2) Mismatch of the DCT grid of the tampered region with that of the
unchanged region. Suppose the tampered region is cut from a JPEG
image, or even from the original JPEG image itself, the tampered
region is still of little possibility to show the DQ effect. Recall the
description in Section 2.1, one assumption to assure the existence
of DQ effect is that the DCT in the second compression should
be just the inverse operation of IDCT in the first decompression.
But if there is mismatch of the DCT grids, then the assumption is
violated. For example, if the first block of a JPEG image, i.e., the
block from pixel (0,0) to (7,7), is pasted to another position of
the same image, say, to the position from pixel (18,18) to (25,25),
then in the second compression step, the tampered region will
be divided into four sub-blocks: (18,18)–(23,23), (24,18)–(25,23),
(18,24)–(23,25), and (24,24)–(25,25). None of these sub-blocks
can recover the DCT coefficients of the original block.

(3) Composition of DCT blocks along the boundary of the tampered
region. There is little possibility that the tampered region exactly
consists of 8 × 8 blocks, so blocks along the boundary of the
tampered region will consist of pixels in the tampered region and
also pixels in the unchanged region. These blocks do not follow
the rules of DQ effect either. Moreover, some post-processing,
such as smoothing or alpha matting, along the boundary of the
tampered region can also render those blocks to break the rules
of DQ effect.
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In summary, when the tampered region is synthesized or edited,
there may be some reasons, which may not be limited to those
listed above, that cause the absence of DQ effect in the tampered
region. Therefore, the histogram of the whole tampered JPEG image
could be regarded as the superposition of two histograms: one has
periodical peaks and valleys, and the other has random bin values.
They are contributed by the unchanged region and the tampered
region, respectively. Fig. 7 shows a typical histogram of a tampered
JPEG image.

However, given a test image, we do not know a priori the
tampered region and the unchanged region. We only have total
histograms like Fig. 7 that are contributed by both tampered and
unchanged blocks, rather than separated histograms. So we have to
infer the possibility of a block being tampered or not.

3.2. Bayesian approach to detecting tampered blocks

From the above analysis, we see that tampered blocks and un-
changed blocks have different bias in terms of contributing to the
bins of a histogram h: an unchanged one favors the high peaks of h,
while a tampered one tends to contribute randomly to the bins of h.
Our inference is based on this key observation.

Suppose a period starts from the s0-bin and ends at the (s0+p−1)-
th bin, then the possibility of an unchanged block which contributes
to that period occurring in the (s0 + i)-bin can be estimated as

Pu(s0 + i) = h(s0 + i)

/p−1∑
k=0

h(s0 + k) (2)

because it indeed gives high values at high peaks. Here, h(k) denotes
the value of the k-th bin of the DCT coefficient histogram h. On the
other hand, the possibility of a tampered block which contributes to
that period appearing in the bin (s0 + i) can be estimated as

Pt(s0 + i) = 1/p (3)

due to its randomness of contribution. From the naive Bayesian ap-
proach, if a block contributes to the (s0 + i)-th bin, then the posterior
probability of it being a tampered block or an unchanged block is,
respectively,

P(tampered|s0 + i) = Pt/(Pt + Pu) and (4)

P(unchanged|s0 + i) = Pu/(Pt + Pu). (5)

Note that we need to know the period p in advance in order to
compute Pu or Pt . The method has been described in Section 2.3, and
we should use those histograms whose periods are greater than 1.
Then each period of each of such histograms assigns a probability
to every block that contributes to the bins in that period (Fig. 4),
using Eq. (5). Consequently, we obtain a BPPM of blocks of the image
under examination (Fig. 1(b)). Each pixel of the BPPM stands for a
DCT block of the image and its value is the accumulated posterior
probabilities of the DCT block.

3.3. Feature extraction

If the image is tampered, we expect that tampered blocks cluster,
i.e., the BPPM should be segmented into a small number of regions,
where each region has a high probability of being either unchanged
or tampered (Fig. 1(c)). While any image segmentation algorithm
can be applied to the BPPM, to save computation time, we simply
threshold the BPPM by choosing a threshold:

Topt = argmax
T

(�/(�0 + �1)), (6)

where given a T, the pixels of the BPPM are classified into to classes C0
and C1, respectively. �0 and �1 are the variances of the probabilities

in each class, respectively, and � is the squared difference between
the mean probabilities of the classes.

With the optimal threshold, we expect that those pixels in class
C0 (i.e., those having probabilities below Topt) correspond to the tam-
pered blocks in the image. However, this is still insufficient for con-
fident decision because any BPPM can be segmented in the above
manner as long as its variance is nonzero. So we have to elaborate
more. Based on the segmentation, we can extract four features: Topt ,
�, �0+�1, and the connectivity K0 of C0. We need the connectivity of
C0 as a feature because we expect that the tampered blocks cluster
if they exist. Again, there are many methods to define the connec-
tivity K0. Considering the computation load, our choice is as follows.
First, the BPPM is denoised by using a medium filter. Then, for each
pixel i in C0, find the number ei of pixels in class C1 in its four-
neighborhood. Finally, we compute K0=∑

i max(ei−2, 0)/|C0|, where
|C0| is the number of pixels in C0. This definition is inspired by the
perimeter–area ratio for shape description. As we can see, the more
connected C0 is, the smaller K0 is. Note that we use max(ei −2, 0) in-
stead of ei directly, to allow narrowly shaped C0. If ei is used directly,
round-shaped C0 will be preferred.

With the four-dimensional feature vector (Topt ,�,�0 +�1,K0), we
can proceed to decide whether the image is tampered, by feeding
the feature vector into a trained SVM. If the output is positive, then
the DCT blocks that correspond to C0 of the BPPM are decided as the
tampered region of the image (Fig. 1(d)).

4. Experiments

We first ask some students, who are unaware of our detection
method, to build a database for us. As we knowwell under what situ-
ations our method works (see next section), the bias in the database
can be reduced at the best without our involvement. The students
randomly choose 50 images (in JPEG or not), shrink and rotate them
slightly, crop the first two rows and columns and save them in
BMP. In this way, we believe that any trace of JPEG in the origi-
nal images is removed and clean “raw” images are obtained. Then,
for each image the students perform JPEG compression with qual-
ity Q1 = 50, 55, 60, . . . , 95, respectively, resulting in a set of derived
images. Next, for each set of derived images, the students make a
copy of them and alter their content in the same region using ei-
ther lazy snapping [7], Poisson matting [5], image completion [6],
or image inpainting (which is a part of the image completion tool),
depending on their content.5 If the content is from other images,
it is applied identically to all the derived images. Finally, the stu-
dents perform JPEG compression again on each obtained image (de-
rived authentic images, and those further tampered) with quality
Q2 = 50, 55, 60, . . . , 95, respectively. So we have a database of 10000
images, half of which are the authentic images with compression
qualities Q1 and Q2,6 each varying from 50 to 95, while the other
half are their tampered counterparts. In this way, we simulate all
the compression qualities at a step size of 5.7

Next, we randomly choose 20 sets of derived images and their
forgery counterparts to train an SVM. Then we apply the SVM to
the rest images in the database, or other test images donated by our
colleagues which we are sure about their sources and their synthesis
process, after extracting the features of those images. Note that the
donated images are created before the invention of our detection

5 As our goal is to test our algorithm, the visual quality of the synthesized
images is not as good as those donated by our colleagues, most of which aim at
being published in Siggraph.

6 Note that these images will be judged as forgery if checking the DQ effect
naively as in [13] because obviously they have the DQ effect.

7 Experimentation with even lower compression qualities is possible but is
deemed unnecessary. Moreover, it requires more computation.
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Fig. 8. Some detection results of our algorithm. The images are donated by our colleagues. Image (a) is tampered by cut and paste followed by some touch-ups. Image
(e) is tampered by texture synthesis. The left columns are the tampered images. The third column are the original images. The BPPMs and the masks of tampered regions
are shown in the middle column. For comparison, the BPPMs of the original images are also shown on the right-most column. Visual examination may fail for these images.

method. So they are not deemed to introduce bias to the database
either.

Figs. 8 and 9 show some examples of successful detection on
the donated images. Given the tampered images shown in the first
column, human inspection may fail. However, our algorithm can
detect the tampered regions almost correctly. In comparison, the
BPPMs of the original images are almost uniform. It is worth noting
that it is hard to guess the suspicious regions in images tampered
by inpainting (Fig. 9(a) and (e)).

Our algorithm is fast. Analyzing an image of a size 500 × 500
only requires about 4 s on our Pentium 1.9GHz PC, with unoptimized
Matlab codes.

To evaluate the accuracy of region level detection, we define the
region level detection rate as the proportion of DCT blocks that are
correctly classified.8 Fig. 10(a)–(j) show the image level and the
region level detection rates of our algorithm on the rest images in
our database, under different Q1 and Q2. Although the curves look
somewhat random, most of the curves have a peak between Q2 =80
and 90. As the DQ effect breaks down when Q1 =Q2, the image level
detection becomes random guess at Q2 =Q1. The average detection
rates (averaged on Q2) are about 60% (Fig. 10(k)).

For comparison, we expand the algorithm presented in [25]
slightly so that it can output image level detection rates. First, for
each image 10 sets of CRFs are computed from 10 random selec-
tion of the set of image patches. Next, the SVM therein decides the
normality of each set of CRFs and the variance among the sets of
normal CRFs is computed as

var = varR + varG + varB, where

vari =
∑
k

∫ 1

0
(r(k)i (x) − r̄i(x))

2 dx, i = R,G,B,

8 The ground truth is quantized to the DCT blocks beforehand by the percentage
of pixels it occupies a DCT block. When the sizes of an image cannot be divided
by 8, the incomplete DCT blocks are not taken into account.

in which r(k)i (x) is the inverse response function of channel i com-
puted from the k-th choice of image patch set and r̄i(x) is the average
of r(k)i (x). Finally, the image is decided to be forgery if at least two
sets of the CRFs are abnormal, or the variance among the normal
CRFs is larger than 0.115.9 The corresponding image level detection
rates are shown in Fig. 10(j). As this method is too time consum-
ing (computing the CRFs requires nonlinear optimization), we were
unable to test its performance on all Q1's and Q2's.

Another comparison is with blind gamma estimation [13], which
is possibly effective only when the forgery region is across the whole
image horizontally or vertically. Fig. 11 (a) and (b) show the esti-
mated gammas for each column of Fig. 9(i) and (k), respectively. Our
algorithm only took 4.1 s to analyze Fig. 9(i) or (k) and gave the cor-
rect results, while the blind gamma estimation algorithm [13] took
610 s on each image and the gammas (Fig. 11(b)) computed from the
authentic image Fig. 9(k) seem abnormal.

5. Discussions and future work

In this paper, we have proposed an algorithm for tampered JPEG
image detection by analyzing the DQ effects hidden among the his-
tograms of the DCT coefficients. The four advantages of our algo-
rithm, namely automatic tampered region determination, resistent
to different kinds of forgery techniques in the tampered region, abil-
ity to work without full decompression and fast detection speed,
make our algorithm very attractive.

However, although our proposed method produces encouraging
results, more effort is still needed to improve the accuracy of our
approach. For example, some tampered images may not be detected
and the detected tampered regions may not be 100% correct either
(see Figs. 1, 8, and 9). This may be improved by defining (2) more

9 This value is found by checking the CRFs computed from authentic images.
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Fig. 9. More detection results of our algorithm on donated images. Images (a) and (e) are tampered by inpainting. Images (i) and (m) are tampered by matting. It is hard
to guess that some objects were removed from images (a) and (e).

accurately by

Pu(s0 + i) = n(s0 + i)

/p−1∑
k=0

n(s0 + k) .

But we need to know q1 and q2 in order to compute n(k) accord-
ing to (1). Actually q2 can be dumped from the JPEG image. Unfor-
tunately, q1 is lost after the first decompression and hence has to
be estimated. Although Lukas and Fridrich [27] have proposed an
algorithm to estimate the first quantization matrix, the algorithm
is too restrictive and may not be reliable. Hence we are explor-
ing a simple yet practical method to estimate q1. A possible way is
by machine learning techniques: we first collect a large number of
training images with known q1 and q2; given a DCT coefficient his-
togram of a JPEG image, whose second quantization step is q2, if we
could define appropriate features of histograms, many regression or
multi-class classification methods can be employed to infer the most
probable q1.

It is possible to adapt our algorithm to handle JPEG2000 images.
In JPEG2000, an image is first partitioned into tiles, whose sizes are
lager than those of DCT blocks. For each tile, wavelet transform is ap-
plied and then thewavelet coefficients of each subband are quantized
with the same quantization step. So the basic principles supporting

tampered JPEG image detection also apply to JPEG2000 images, but
the differences in the tile/block sizes, the subband/frequency num-
bers and the characteristics of wavelet transform/DCT may cause the
difference in the effectiveness of DQ.

Finally, it is already recognized that, like watermarking, passive
image forensic techniques can easily have counter measures [10,13]
if the detection algorithm is known to the public. For example, re-
sampling test [13] fails when the image is further resampled after
synthesis. The SNR test [13] fails if the same noise is added across
the whole synthesized image. The blind gamma estimation [13] and
CRF computation [25] do not work if the forger synthesizes in the
irradiance domain by converting the graylevel into irradiance using
the CRF [25] estimated in the component images, and then applying
a consistent CRF to convert the irradiance back into graylevel. And
the CFA checking [14] fails if the synthesized image is downsampled
into a Bayer pattern and then demosaicked again. As for our method,
it is not surprising that there are cases under which our method does
not work well:

(1) The original image which contributes to the unchanged region is
not a JPEG image. In this case, there will not be the DQ effect in
the unchanged region.
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Fig. 10. The image level (solid lines) and region level (dotted lines) detection rates at different compression qualities Q1 and Q2. The dash-dot line in (j) shows the image
level detection rate of the method by Lin et al. [25]. (k) is the average detection rate for different Q1's. (a) Q1 = 50, (b) Q1 = 55, (c) Q1 = 60, (d) Q1 = 65, (e) Q1 = 70,
(f) Q1 = 75, (g) Q1 = 80, (h) Q1 = 85, (i) Q1 = 90, (j) Q1 = 95.

(2) The whole image is resized, rotated, or cropped such that the
DCT grid changes.

Due to the above reasons, we could not test our method on images
downloaded from the web because we are not sure of: (1) whether
the original images were in JPEG; and (2) whether the images had
undergone any postprocessing. That is why we have to test on an
image database built by our own (Section 4). We are working on
more robust methods that can still detect the trace of DQ effect when

unfavorable postprocessing happens after image forgery. Nonethe-
less, the current paper contributes to tampered image detection by
providing a fast, fully automatic, and fine-grained algorithm and pre-
senting encouraging results.

Due to the easy loss of low-level cues for passive image forensic
techniques, Popescu and Farid had to conclude at the end of [13] that
developing image forensic techniques will increase the difficulties in
creating convincing image forgeries, rather than solving the problem
completely. So we expect that in the battle between image forgery
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Fig. 11. The estimated column-wise gammas using the blind gamma estimation algorithm in [13]. (a) and (b) correspond to Fig. 9(i) and (k), respectively. The horizontal
axis is the column index and the vertical axis is the gamma value. The gamma is searched from 0.8 to 2.8 with a step size 0.2. By the methodology in [13], Fig. 9(k) is
more likely to be classified as tampered than Fig. 9(i) is because the gamma distribution in (b) is more abnormal than that in (a).

and forgery detection, the techniques of both sides will improve
alternately.
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