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Abstract—Web-scale image search engines (e.g., Google image search, Bing image search) mostly rely on surrounding text features.

It is difficult for them to interpret users’ search intention only by query keywords and this leads to ambiguous and noisy search results

which are far from satisfactory. It is important to use visual information in order to solve the ambiguity in text-based image retrieval. In

this paper, we propose a novel Internet image search approach. It only requires the user to click on one query image with minimum

effort and images from a pool retrieved by text-based search are reranked based on both visual and textual content. Our key

contribution is to capture the users’ search intention from this one-click query image in four steps. 1) The query image is categorized

into one of the predefined adaptive weight categories which reflect users’ search intention at a coarse level. Inside each category, a

specific weight schema is used to combine visual features adaptive to this kind of image to better rerank the text-based search result.

2) Based on the visual content of the query image selected by the user and through image clustering, query keywords are expanded to

capture user intention. 3) Expanded keywords are used to enlarge the image pool to contain more relevant images. 4) Expanded

keywords are also used to expand the query image to multiple positive visual examples from which new query specific visual and

textual similarity metrics are learned to further improve content-based image reranking. All these steps are automatic, without extra

effort from the user. This is critically important for any commercial web-based image search engine, where the user interface has to be

extremely simple. Besides this key contribution, a set of visual features which are both effective and efficient in Internet image search

are designed. Experimental evaluation shows that our approach significantly improves the precision of top-ranked images and also the

user experience.

Index Terms—Image search, intention, image reranking, adaptive similarity, keyword expansion.
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1 INTRODUCTION

MANY commercial Internet scale image search engines
use only keywords as queries. Users type query

keywords in the hope of finding a certain type of images.
The search engine returns thousands of images ranked by
the keywords extracted from the surrounding text. It is well
known that text-based image search suffers from the
ambiguity of query keywords. The keywords provided by
users tend to be short. For example, the average query
length of the top 1,000 queries of Picsearch is 1.368 words,
and 97 percent of them contain only one or two words [1].
They cannot describe the content of images accurately. The
search results are noisy and consist of images with quite
different semantic meanings. Fig. 1 shows the top ranked

images from Bing image search using “apple” as query.
They belong to different categories, such as “green apple,”
“red apple,” “apple logo,” and “iphone” because of the
ambiguity of the word “apple.” The ambiguity issue occurs
for several reasons. First, the query keywords’ meanings
may be richer than users’ expectations. For example, the
meanings of the word “apple” include apple fruit, apple
computer, and apple ipod. Second, the user may not have
enough knowledge on the textual description of target
images. For example, if users do not know “gloomy bear” as
the name of a cartoon character (shown in Fig. 2a) and they
have to input “bear” as query to search images of “gloomy
bear.” Lastly and most importantly, in many cases it is hard
for users to describe the visual content of target images
using keywords accurately.

In order to solve the ambiguity, additional information has
to be used to capture users’ search intention. One way is text-
based keyword expansion, making the textual description of
the query more detailed. Existing linguistically-related
methods find either synonyms or other linguistic-related
words from thesaurus, or find words frequently co-occurring
with the query keywords. For example, Google image search
provides the “Related Searches” feature to suggest likely
keyword expansions. However, even with the same query
keywords, the intention of users can be highly diverse and
cannot be accurately captured by these expansions. As shown
in Fig. 2b, “gloomy bear” is not among the keyword
expansions suggested by Google “related searches.”

Another way is content-based image retrieval with
relevance feedback. Users label multiple positive and
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negative image examples. A query-specific visual similarity
metric is learned from the selected examples and used to
rank images. The requirement of more users’ effort makes it
unsuitable for web-scale commercial systems like Bing
image search and Google image search in which users’
feedback has to be minimized.

We do believe that adding visual information to image
search is important. However, the interaction has to be as
simple as possible. The absolute minimum is One-Click. In
this paper, we propose a novel Internet image search
approach. It requires the user to give only one click on a
query image and images from a pool retrieved by text-
based search are reranked based on their visual and textual
similarities to the query image. We believe that users will
tolerate one-click interaction, which has been used by many
popular text-based search engines. For example, Google
requires a user to select a suggested textual query
expansion by one-click to get additional results. The key
problem to be solved in this paper is how to capture user
intention from this one-click query image. Four steps are
proposed as follows:

1. Adaptive similarity. We design a set of visual
features to describe different aspects of images.
How to integrate various visual features to compute
the similarities between the query image and other
images is an important problem. In this paper, an
Adaptive Similarity is proposed, motivated by the idea
that a user always has specific intention when
submitting a query image. For example, if the user
submits a picture with a big face in the middle, most
probably he/she wants images with similar faces and
using face-related features is more appropriate. In our
approach, the query image is first categorized into
one of the predefined adaptive weight categories,
such as “portrait” and “scenery.” Inside each cate-
gory, a specific pretrained weight schema is used to
combine visual features adapting to this kind of
images to better rerank the text-based search result.
This correspondence between the query image and its
proper similarity measurement reflects the user
intention. This initial reranking result is not good
enough and will be improved by the following steps.

2. Keyword expansion. Query keywords input by users
tend to be short and some important keywords may
be missed because of users’ lack of knowledge on the
textual description of target images. In our approach,
query keywords are expanded to capture users’
search intention, inferred from the visual content of
query images, which are not considered in traditional
keyword expansion approaches. A word w is
suggested as an expansion of the query if a cluster
of images are visually similar to the query image

and all contain the same word w.1 The expanded
keywords better capture users’ search intention since
the consistency of both visual content and textual
description is ensured.

3. Image pool expansion. The image pool retrieved by
text-based search accommodates images with a large
variety of semantic meanings and the number of
images related to the query image is small. In this
case, reranking images in the pool is not very
effective. Thus, more accurate query by keywords
is needed to narrow the intention and retrieve more
relevant images. A naive way is to ask the user to
click on one of the suggested keywords given by
traditional approaches only using text information
and to expand query results like in Google “related
searches.” This increases users’ burden. Moreover,
the suggested keywords based on text information
only are not accurate to describe users’ intention.
Keyword expansions suggested by our approach
using both visual and textual information better
capture users’ intention. They are automatically
added into the text query and enlarge the image
pool to include more relevant images. Feedback
from users is not required. Our experiments show
that it significantly improves the precision of top
ranked images.

4. Visual query expansion. One query image is not
diverse enough to capture the user’s intention. In
Step 2, a cluster of images all containing the same
expanded keywords and visually similar to the
query image are found. They are selected as
expanded positive examples to learn visual and
textual similarity metrics, which are more robust
and more specific to the query, for image reranking.
Compared with the weight schema in Step 1, these
similarity metrics reflect users’ intention at a finer
level since every query image has different metrics.
Different from relevance feedback, this visual ex-
pansion does not require users’ feedback.

All four of these steps are automatic with only one click
in the first step without increasing users’ burden. This
makes it possible for Internet scale image search by both
textual and visual content with a very simple user interface.
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Fig. 1. Top-ranked images returned from Bing image search using
“apple” as query.

Fig. 2. (a) Images of “gloomy bear.” (b) Google related searches of
query “bear.”

1. The word w does not have to be contained by the query image.



Our one-click intentional modeling in Step 1 has been
proven successful in industrial applications [2], [3] and is
now used in the Bing image search engine [4].2 This work
extends the approach with Steps 2-4 to further improve the
performance greatly.

2 RELATED WORK

2.1 Image Search and Visual Expansion

Many Internet scale image search methods [5], [6], [7], [8], [9]
are text-based and are limited by the fact that query keywords
cannot describe image content accurately. Content-based
image retrieval [10] uses visual features to evaluate image
similarity. Many visual features [11], [12], [13], [14], [15], [16],
[17] were developed for image search in recent years. Some
were global features, such as GIST [11] and HOG [12]. Some
quantized local features, such as SIFT [13], into visual words,
and represented images as bags-of-visual-words (BoV) [14].
In order to preserve the geometry of visual words, spatial
information was encoded into the BoV model in multiple
ways. For example, Zhang et al. [17] proposed geometry-
preserving visual phases which captured the local and long-
range spatial layouts of visual words.

One of the major challenges of content-based image
retrieval is to learn the visual similarities which reflect the
semantic relevance of images well. Image similarities can be
learned from a large training set where the relevance of
pairs of images is known [18]. Deng et al. [19] learned visual
similarities from a hierarchical structure defined on
semantic attributes of training images. Since web images
are highly diversified, defining a set of attributes with
hierarchical relationships for them is challenging. In
general, learning a universal visual similarity metric for
generic images is still an open problem to be solved.

Some visual features may be more effective for certain
query images than others. In order to make the visual
similarity metrics more specific to the query, relevance
feedback [20], [21], [22], [23], [24], [25], [26] was widely used
to expand visual examples. The user was asked to select
multiple relevant and irrelevant image examples from the
image pool. A query-specific similarity metric was learned
from the selected examples. For example, in [20], [21], [22],
[24], and [25], discriminative models were learned from the
examples labeled by users using support vector machines
or boosting, and classified the relevant and irrelevant
images. In [26], the weights of combining different types
of features were adjusted according to users’ feedback.
Since the number of user-labeled images is small for
supervised learning methods, Huang et al. [27] proposed
probabilistic hypergraph ranking under the semi-super-
vised learning framework. It utilized both labeled and
unlabeled images in the learning procedure. Relevance
feedback required more users’ effort. For a web-scale
commercial system, users’ feedback has to be limited to
the minimum, such as one-click feedback.

In order to reduce users’ burden, pseudorelevance feed-
back [28], [29] expanded the query image by taking the top
N images visually most similar to the query image as positive
examples. However, due to the well-known semantic gap,

the topN images may not be all semantically consistent with
the query image. This may reduce the performance of
pseudorelevance feedback. Chum et al. [30] used RANSAC
to verify the spatial configurations of local visual features
and to purify the expanded image examples. However, it
was only applicable to object retrieval. It required users to
draw the image region of the object to be retrieved and
assumed that relevant images contained the same object.
Under the framework of pseudorelevance feedback, Ah-Pine
et al. [31] proposed transmedia similarities which combined
both textual and visual features. Krapac et al. [32] proposed
the query-relative classifiers, which combined visual and
textual information, to rerank images retrieved by an initial
text-only search. However, since users were not required to
select query images, the users’ intention could not be
accurately captured when the semantic meanings of the
query keywords had large diversity.

We conducted the first study that combines text and
image content for image search directly on the Internet in
[33], where simple visual features and clustering algorithms
were used to demonstrate the great potential of such an
approach. Following our intent image search work in [2]
and [3], a visual query suggestion method is developed in
[34]. Its difference from [2] and [3] is that instead of asking
the user to click on a query image for reranking, the system
asks users to click on a list of keyword-image pairs
generated offline using a data set from Flickr and search
images on the web based on the selected keyword. The
problem with this approach is that, on one hand, the data
set from Flickr is too small compared with the entire
Internet and thus cannot cover the unlimited possibility of
Internet images and, on the other hand, the keyword-image
suggestions for any input query are generated from the
millions of images of the whole data set and thus are
expensive to compute and may produce a large number of
unrelated keyword-image pairs.

Besides visual query expansion, some approaches [35],
[36] used concept-based query expansions through map-
ping textual query keywords or visual query examples to
high-level semantic concepts. They needed a predefined
concept lexicons whose detectors were offline learned from
fixed training sets. These approaches were suitable for
closed databases but not for web-based image search, since
the limited number of concepts cannot cover the numerous
images on the Internet. The idea of learning example
specific visual similarity metric was explored in previous
work [37], [38]. However, they required training a specific
visual similarity for every example in the image pool, which
is assumed to be fixed. This is impractical in our application
where the image pool returned by text-based search
constantly changes for different query keywords. Moreover,
text information, which can significantly improve visual
similarity learning, was not considered in previous work.

2.2 Keyword Expansion

In our approach, keyword expansion is used to expand the
retrieved image pool and to expand positive examples.
Keyword expansion was mainly used in document retrieval.
Thesaurus-based methods [39], [40] expanded query key-
words with their linguistically related words such as
synonyms and hypernyms. Corpus-based methods, such as
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well-known term clustering [41] and Latent Semantic
Indexing [42], measured the similarity of words based on
their co-occurrences in documents. Words most similar to the
query keywords were chosen as textual query expansion.
Some image search engines have the feature of expanded
keywords suggestion. They mostly use surrounding text.

Some algorithms [43], [44] generated tag suggestions or
annotations based on visual content for input images. Their
goal is not to improve the performance of image reranking.
Although they can be viewed as options of keyword
expansions, some difficulties prevent them from being
directly applied to our problem. Most of them assumed
fixed keyword sets, which are hard to obtain for image
reranking in the open and dynamic web environment. Some
annotation methods required supervised training, which is
also difficult for our problem. Different than image
annotation, our method provides extra image clusters
during the procedure of keyword expansions, and such
image clusters can be used as visual expansions to further
improve the performance of image reranking.

3 METHOD

3.1 Overview

The flowchart of our approach is shown in Fig. 3. The user
first submits query keywords q. A pool of images is
retrieved by text-based search3 (Fig. 3a). Then the user is
asked to select a query image from the image pool. The
query image is classified as one of the predefined adaptive
weight categories. Images in the pool are reranked (Fig. 3b)
based on their visual similarities to the query image and the
similarities are computed using the weight schema (Fig. 3c
described in Section 3.3) specified by the category to
combine visual features (Section 3.2).

In the keyword expansion step (Fig. 3d described in
Section 3.4), words are extracted from the textual descrip-
tions (such as image file names and surrounding texts in the
html pages) of the top k images most similar to the query
image, and the tf-idf method [45] is used to rank these words.
To save computational cost, only the top m words are
reserved as candidates for further processing. However,
because the initial image reranking result is still ambiguous
and noisy, the top k images may have a large diversity of
semantic meanings and cannot be used as visual query
expansion. The word with the highest tf-idf score computed
from the top k images is not reliable to be chosen as keyword

expansion either. In our approach, reliable keyword expan-
sions are found through further image clustering. For each
candidate word wi, we find all the images containing wi and
group them into different clusters fci;1; ci;2; . . . ; ci;tig based
on visual content. As shown in Fig. 3d, images with the same
candidate word may have a large diversity in visual content.
Images assigned to the same cluster have higher semantic
consistency since they have high visual similarity to one
another and contain the same candidate word. Among all
the clusters of different candidate words, cluster ci;j with the
largest visual similarity to the query image is selected as
visual query expansion (Fig. 3d, described in Section 3.5),
and its corresponding word wi is selected to form keyword
expansion q0 ¼ q þ wi.

A query specific visual similarity metric (Section 3.5) and
a query specific textual similarity metric (Section 3.7) are
learned from both the query image and the visual query
expansion. The image pool is enlarged through combining
the original image pool retrieved by the query keywords q
provided by the user and an additional image pool
retrieved by the expanded keywords q0 (Fig. 3f, described
in Section 3.6). Images in the enlarged pool are reranked
using the learned query-specific visual and textual similar-
ity metrics (Fig. 3g). The size of the image cluster selected as
visual query expansion and its similarity to the query image
indicate the confidence that the expansion captures the
user’s search intention. If they are below certain thresholds,
expansion is not used in image reranking.

3.2 Visual Feature Design

We design and adopt a set of features that are both effective
in describing the visual content of images from different
aspects, and efficient in their computational and storage
complexity. Some of them are existing features proposed in
recent years. Some new features are first proposed by us or
extensions of existing features. It takes an average of 0.01 ms
to compute the similarity between two features on a machine
of 3.0 GHz CPU. The total space to store all features for an
image is 12 KB. More advanced visual features developed in
recent years or in the future can also be incorporated into our
framework.

3.2.1 Existing Features

. Gist. Gist [11] characterizes the holistic appearance
of an image, and works well for scenery images.

. SIFT. We adopt 128-dimension SIFT [13] to
describe regions around Harris interest points. SIFT
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Fig. 3. An example to illustrate our algorithm. The details of steps (c)-(f) are given in Sections 3.3, 3.4, 3.5, and 3.6.



descriptors are quantized according to a codebook
of 450 words.

. Daubechies Wavelet. We use the second-order
moments of wavelet coefficients in various fre-
quency bands (DWave) to characterize the texture
properties in the image [46].

. Histogram of Gradient (HoG). HoG [12] reflects
distributions of edges over different parts of an
image, and is especially effective for images with
strong long edges.

3.2.2 New Features

. Attention Guided Color Signature. Color signature
[47] describes the color composition of an image.
After clustering colors of pixels in the LAB color
space, cluster centers and their relative proportions
are taken as the signature. We propose a new
Attention Guided Color Signature (ASig) as a color
signature that accounts for varying importance of
different parts of an image. We use an attention
detector [48] to compute a saliency map for the
image, and then perform k-Means clustering
weighted by this map. The distance between two
ASigs can be calculated efficiently using the Earth
Mover Distance algorithm [47].

. Color Spatialet (CSpa). We design a novel feature,
Color Spatialet, to characterize the spatial distribution
of colors. An image is divided into n� n patches.
Within each patch, we calculate its main color as the
largest cluster after k-Means clustering. The image is
characterized by CSpa, a vector of n2 color values. In
our experiments, we take n ¼ 9. We account for some
spatial shifting and resizing of objects in the images
when calculating the distance of two CSpas A and
B:?rlv

dðA;BÞ ¼
Xn
i¼1

Xn
j¼1

min½dðAi;j; Bi�1;j�1Þ�;

where Ai;j denotes the main color of the ði; jÞth block

in the image. Color Spatialet describes color spatial

configuration. By capturing only the main color, it is

robust to slight color changes due to lighting, white

balance, and imaging noise. Since local shift is

allowed when calculating distance between two

Color Spatialets, the feature is shift invariant to some

extent and has resilience to misalignment.
. Multilayer Rotation Invariant (EOH). Edge Orienta-

tion Histogram [49] describes the histogram of edge
orientations. We incorporate rotation invariance
when comparing two EOHs, rotating one of them to
best match the other. This results in a Multilayer
Rotation Invariant EOH (MRI-EOH). Also, when
calculating MRI-EOH, a threshold parameter is
required to filter out the weak edges. We use multiple
thresholds to get multiple EOHs to characterize
image edge distributions at different scales.

. Facial Feature. Face existence and their appearances
give clear semantic interpretations of the image. We
apply face detection algorithm [50] to each image,
and obtain the number of faces, face sizes, and

positions as features to describe the image from a
“facial” perspective.

3.3 Adaptive Weight Schema

Humans can easily categorize images into high-level
semantic classes, such as scene, people, or object. We
observed that images inside these categories usually agree
on the relative importance of features for similarity
calculations. Inspired by this observation, we assign the
query images into several typical categories, and adaptively
adjust feature weights within each category.

Suppose an image i from query category Qq is character-
ized using F visual features, the adaptive similarity between
image i and j is defined as sqði; jÞ ¼

PF
m¼1 �

q
msmði; jÞ, where

smði; jÞ is the similarity between image i and j on feature m,
and �qm expresses the importance of feature m for measuring
similarities for query images from category Qq. We further
constrain �qm � 0 and

P
m �

q
m ¼ 1.

3.3.1 Query Categorization

The query categories we considered are: General Object,
Object with Simple Background, Scenery Images, Portrait,
and People. We use 500 manually labeled images, 100 for each
category, to train a C4.5 decision tree for query categorization.

The features we used for query categorization are:
existence of faces, the number of faces in the image, the
percentage of the image frame taken up by the face region,
the coordinate of the face center relative to the center of the
image, Directionality (Kurtosis of Edge Orientation Histo-
gram, Section 3.2), Color Spatial Homogeneousness (var-
iance of values in different blocks of Color Spatialet,
Section 3.2), total energy of edge map obtained from Canny
operator, and Edge Spatial Distribution (the variance of
edge energy in a 3� 3 regular block of the image,
characterizing whether edge energy is mainly distributed
at the image center).

3.3.2 Feature Fusion

In each query category Qq, we pretrain a set of optimal
weights �qm based on the RankBoost framework [51]. For a
query image i, a real-valued feedback function �iðj; kÞ is
defined to denote preference between image j and k. We set
�iðj; kÞ > 0 if image k should be ranked above image j, and
0 otherwise. The feedback function �i induces a distribution
over all pairs of images:

ðj; kÞ : Diðj; kÞ ¼
�iðj; kÞP
j;k �iðj; kÞ

;

and the ranking loss for query image i using similarity
measurement sqði; �Þ is Li ¼ Prðj;kÞ�Di

½sqði; kÞ � sqði; jÞ�.
We use an adaptation of the RankBoost framework

(Algorithm 1) to minimize the loss function with respect to
�qm, which is the optimal weight schema for category Qq.
Steps 2, 3, 4, and 8 differ from the original RankBoost
algorithm to accommodate to our application, and are
detailed as follows:

Algorithm 1. Feature weight learning for a certain query

category

1. Input: Initial weight Di for all query images i in the

current intention category Qq, similarity matrices smði; �Þ
for all query image i and feature m;
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2. Initialize: Set step t ¼ 1, set D1
i ¼ Di for all i;

while not converged do

for each query image i 2 Qq do

3. Select best feature mt and the corresponding

similarity smt
ði; �Þ for current re-ranking problem

under weight Dt
i;

4. Calculate ensemble weight �t according to

Equation 1;

5. Adjust weight Dtþ1
i ðj; kÞ /

Dt
iðj; kÞ expf�t½smt

ði; jÞ 	 smt
ði; kÞ�g;

6. Normalize Dtþ1
i to make it a distribution;

7. tþþ;

end for

end while

8. Output: Final optimal similarity measure for current

intention category: sqð�; �Þ ¼
P

t
�tsmt ð�;�ÞP

t
�t

, and the weight

for feature m: aqm ¼
P

mt¼m
�tP

t
�t

.

Step 2: Initialization. The training images are categor-
ized into the five main classes. Images within each main
class are further categorized into subclasses. Images in each
subclass are visually similar. Besides, a few images are
labeled as noise (irrelevant images) or neglect (hard to judge
relevancy). Given a query image i, we define four image
sets: S1i includes images within the same subclass as i, S2i
includes images within the same main class as i, excluding
those in S1i, S3i includes images labeled as “neglect,” and
S4i includes images labeled as “noise.” For any image j 2
S1i and any image k 2 S2i [ S4i, we set �ðk; jÞ ¼ 1. In all
other cases, we set �ðk; jÞ ¼ 0.

Step 3: Select best feature. We need to select a feature that
performs best under current weight Dt

i for query image i.
This step is very efficient since we constrain our weak
ranker to be one of the F similarity measurements smð�; �Þ.
The best feature mt is found by enumerating all F features.

Step 4: Calculate ensemble weight. It is proven in [51]

that minimizing bZt ¼ ð1	rt2 Þe�
t þ ð1þrt2 Þe	�

t
in each step of

boosting is approximately equivalent to minimizing the

upper bound of the rank loss, where rt ¼
P

j;k D
t
iðj; kÞ½smt

ði;
kÞ 	 smt

ði; jÞ�. Since we are looking for a single weighting

scheme for each category, variations in �t obtained for

different query images are penalized by an additional

smoothness term. The objective becomes bZt ¼ ð1	rt2 Þe�
t þ

ð1þrt2 Þe	�
t þ �

2 ðe�
t	�t	1 þ e�t	1	�tÞ, where � is a hyperpara-

meter to balance the new term and the old terms. In our

implementation, � ¼ 1 is used. Note that the third term

takes minimum value if and only if �t ¼ �t	1, so by

imposing this new term, we are looking for a common �qm
for all query images i in current intention category while

trying to reduce all the losses Li; i 2 Qq. Letting @bZt
@�t ¼ 0, we

know that bZt is minimized when

�t ¼ 1

2
ln

1þ rt þ e�t	1

1	 rt þ e	�t	1

 !
: ð1Þ

Step 8: Output final weight for feature fusion. The final
output of the new RankBoost algorithm is a linear
combination of all the base rankers generated in each step.

However, since there are actually F base rankers, the output
is equivalent to a weighted combination of the F similarity
measurements.

3.4 Keyword Expansion

Once the top k images most similar to the query image are
found according to the visual similarity metric introduced
in Sections 3.2 and 3.3, words from their textual descrip-
tions4 are extracted and ranked, using the term frequency-
inverse document frequency (tf-idf) [45] method. The top m
(m ¼ 5 in our experiments) words are reserved as candi-
dates for query expansion.

Because of the semantic diversity of the top k images, the
word with the highest tf-idf score may not capture the user’s
search intention. Some image annotation algorithms uti-
lized the visual content of the top k images for word
expansion. For instance, Wang et al. [44] gave each image i a
weight weightðiÞ according to its visual distance dðiÞ to the
query image,

weightðiÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2��2
p e	d

2ðiÞ=2�2

; ð2Þ

and the scores of words were calculated as weighted sum of
tf-idf values. If there are many irrelevant images among the
top k images, the performance of these methods is degraded.
Fig. 4 shows such an example. The query keyword is “palm”
and the query image is the top leftmost image of “palm
tree.” Its top-ranked images using the adaptive weight
schema are shown from left to right and from top to bottom.
They include images of “palm tree” (marked by blue
rectangles), “palm treo” (marked by red rectangles), “palm
leaves,” and “palm reading.” There are more images of
“palm treo” than those of “palm tree,” and some images of
“palm tree” are ranked in low positions. Thus, the word
“treo” gets the highest score calculated either by tf-idf values
or tf-idf value weighted by visual distance.

We do keyword expansion through image clustering. For
each candidate word wi, all the images containing wi in the
image pool are found. However, they cannot be directly
used as the visual representations of wi for two reasons.
First, there may be a number of noisy images irrelevant to
wi. Second, even if these images are relevant to wi
semantically, they may have quite different visual content.
Fig. 5 shows such an example. In order to find images with
similar visual content as the query example and remove
noisy images, we divide these images into different clusters
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4. The file names and the surrounding texts of images.

Fig. 4. An example of content-based image ranking result with many
irrelevant images among top-ranked images. The query keyword is
“palm” and the query image is the top leftmost image of “palm tree.”



using k-Means. The number of clusters is empirically set to
be n=6, where n is the number of images to cluster.

Each word wi has ti clusters CðwiÞ ¼ fci;1; . . . ; ci;tig. The
visual distance between the query image and a cluster c is
calculated as the mean of the distances between the query
image and the images in c. The cluster ci;j with the minimal
distance is chosen as visual query expansion and its
corresponding word wi, combined with the original key-
word query q, is chosen as keyword expansion q0. See the
example in Fig. 3. If the distance between the closest cluster
and the query image is larger than a threshold �, it indicates
that there is no suitable image cluster and word to expand
the query, and thus query expansion will not be used.

3.5 Visual Query Expansion

So far we only have one positive image example which is
the query image. The goal of visual query expansion is to
obtain multiple positive example images to learn a visual
similarity metric which is more robust and more specific to
the query image. An example in Fig. 6 explains the
motivation. The query keyword is “Paris” and the query
image is an image of “eiffel tower.” The image reranking
result based on visual similarities without visual expansion
is shown in Fig. 6a and there are many irrelevant images
among the top-ranked images. This is because the visual
similarity metric learned from one query example image is
not robust enough. By adding more positive examples to
learn a more robust similarity metric, such irrelevant
images can be filtered out. In a traditional way, adding
additional positive examples was typically done through
relevance feedback, which required more users’ labeling
burden. We aim at developing an image reranking method,
which only requires one click on the query image and thus
positive examples have to be obtained automatically. The
cluster of images chosen in Section 3.4 has the closest visual
distance to the query example and have consistent semantic
meanings. Thus, they are used as additional positive
examples for visual query expansion. We adopt the one-
class SVM [22] to refine the visual similarity in Section 3.3.
The one-class SVM classifier is trained from the additional
positive examples obtained by visual query expansion. It
requires defining the kernel between images, and the kernel
is computed from the similarity introduced in Section 3.3.
An image to be reranked is input to the one-class SVM
classifier and the output is used as the similarity (simV ) to
the query image. Notice the effect of this step is similar to
relevance feedback [52]. However, the key difference is that
instead of asking users to add the positive samples
manually, our method is fully automatic.

3.6 Image Pool Expansion

Considering efficiency, image search engines such as Bing
image search only rerank the top N images of the text-based
image search result. If the query keywords do not capture the
user’s search intention accurately, there are only a small

number of relevant images with the same semantic meanings
as the query image in the image pool. This can significantly
degrade the ranking performance. In Section 3.3, we rerank
the top N retrieved images by the original keyword query
based on their visual similarities to the query image. We
remove the N=2 images with the lowest ranks from the
image pool. Using the expanded keywords as query, the top
N=2 retrieved images are added to the image pool. We
believe that there are more relevant images in the image pool
with the help of expanded query keywords. The reranking
result by extending image pool and positive example images
is shown in Fig. 6b, which is significantly improved
compared with Fig. 6a.

3.7 Combining Visual and Textual Similarities

Learning a query specific textual similarity metric from the
positive examples E ¼ fe1; . . . ; ejg obtained by visual query
expansion and combining it with the query specific visual
similarity metric introduced in Section 3.5 can further
improve the performance of image reranking. For a selected
query image, a word probability model is trained from E
and used to compute the textual distance distT . We adopt
the approach in [31]. Let � be the parameter of a discrete
distribution of words over the dictionary. Each image i is
regarded as a document di where the words are extracted
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Fig. 5. Examples of images containing the same word “palm tree” but
with different visual content.

Fig. 6. An example of image reranking using “Paris” as query keyword
and an image of “eiffel tower” as query image. Irrelevant images are
marked by red rectangles.



from its textual descriptions (see definition in 3.4). � is
learned by maximizing the observed probability

�ei2E�w2dið�pðwj�Þ þ ð1	 �ÞpðwjCÞÞ
niw ;

where � is a fixed parameter set to be 0.5, w is a word, and
niw is the frequency of w in di. pðwjCÞ is the word probability
built upon the whole repository C:

pðwjCÞ ¼
P

di
niw

jCj :

� can be learned by the Expectation-Maximization algo-
rithm. Once � is learned, for an image k its textual distance
to the positive examples is defined by cross-entropy
function:

distT ðkÞ ¼ 	
X
w

pðwjdkÞ logðwj�Þ:

Here, pðwjdiÞ ¼ nkw=jdkj. At last, this textual distance can be
combined with the visual similarity simV obtained in
Section 3.5 to rerank images:

	� � simV ðkÞ þ ð1	 �Þ � distT ðkÞ:

� is a fixed parameter and set as 0.5.

3.8 Summary

The goal of the proposed framework is to capture user
intention and is achieved in multiple steps. The user
intention is first roughly captured by classifying the query
image into one of the coarse semantic categories and
choosing a proper weight schema accordingly. The
adaptive visual similarity obtained from the selected
weight schema is used in all the following steps. Then
according to the query keywords and the query image
provided by the user, the user intention is further captured
in two aspects: 1) finding more query keywords (called
keyword expansion) describing user intention more accu-
rately 2) and in the meanwhile finding a cluster of images
(called visual query expansion) which are both visually
and semantically consistent with the query image. The
keyword expansion frequently co-occurs with the query
keywords and the visual expansion is visually similar to
the query image. Moreover, it is required that all the
images in the cluster of visual query expansion contain the
same keyword expansion. Therefore, the keyword expan-
sion and visual expansion support each other and are
obtained simultaneously. In the later steps, the keyword
expansion is used to expand the image pool to include
more images relevant to user intention, and the visual
query expansion is used to learn visual and textual
similarity metrics which better reflect user intention.

4 EXPERIMENTAL EVALUATION

In the first experiment, 300,000 web images are manually
labeled into different classes (images that are semantically
similar) as ground truth. Precisions of different approaches
are compared. The semantic meanings of images are closely
related to users’ intention. However, they are not exactly
the same. Images of the same class (thus with similar
semantic meanings) can be visually quite different. Thus, a

user study is conducted in the second experiment to
evaluate whether the search results capture the users’
intentions well. Running on a machine of 3 GHz CPU and
without optimizing the code, it needs less than half second
computation for each query.

4.1 Experiment One: Evaluation with Ground Truth

Fifty query keywords are chosen for evaluation. Using each
keyword as query, the top 1,000 images are crawled from
Bing image search. These images are manually labeled into
different classes. For example, for query “apple,” its images
are labeled as “red apple,” “apple ipod,” “apple pie,” etc.
There are totally 700 classes for all 50 query keywords.
Another 500 images are crawled from Bing image search
using each keyword expansion as query. These images are
also manually labeled. There are in total around 300,000
images in our data set. A small portion of them are outliers
and are not assigned to any category (e.g., some images are
irrelevant to the query keywords). The threshold � (in
Section 3.4) is chosen as 0.3 through cross-validation
measuring and is fixed in all the experiments. The
performance is stable when � varies between 0.25 and 0.35.
Some examples of image reranking results are shown in the
supplemental material, which can be found in the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TPAMI.2011.242.

4.1.1 Precisions on Different Steps of Our Framework

Top m precision, the proportion of relevant images among
the top m ranked images, is used to evaluate the
performance of image reranking. Images are considered to
be relevant if they are labeled as the same class. For each
query keyword, image reranking repeats many times by
choosing different query images. Except for those outlier
images not being assigned to any category, every image
returned by keyword query has been chosen as the query
image. In order to evaluate the effectiveness of different
steps of our proposed image reranking framework, we
compare the following approaches. From 1 to 8, more and
more steps in Fig. 3 are added in.

1. Text based: Text-based search from Bing. It is used
as the baseline.

2. GW: Image reranking using global weights to
combine visual features (Global Weight).

3. AW: Image reranking using adaptive weight schema
to combine visual features (Section 3.3).

4. ExtEg: Image reranking by extending positive
examples only, from which the query specific visual
similarity metric is learned and used (Section 3.5).

5. GWþPool: Image reranking by extending the
image pool only (Section 3.6) while using global
weights to combine visual features.

6. ExtPool: Similar to GWþ Pool, however using
adaptive weight schema to combine visual features.

7. ExtBoth(V): Image reranking by extending both the
image pool and positive example images. Only the
query specific visual similarity metric is used.

8. ExtBoth(VþTÞ: Similar to ExtBoth, however com-
bining query specific visual and textual similarity
metrics (Section 3.7). This is the complete approach
proposed by us.
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The averaged top m precisions are shown in Fig. 7.
Approaches (2)-(7) only use visual similarity. Approach (8)
uses both visual and textual similarities. Approaches (2)
and (3) are initial image reranking based on the text-based
search results in (1). Their difference is to combine visual
features in different ways. We can see that by using a single
query image we can significantly improve the text-based
image search result. The proposed adaptive weight schema,
which reflects user intention at a coarse level, outperforms
the global weight. After initial reranking using adaptive
weight, the top 50 precision of text-based research is
improved from 19.5 to 32.9 percent. Approaches (4), (6),
(7), and (8) are based on the initial image reranking result in
(3). We can clearly see the effectiveness of expanding image
pool and expanding positive image examples through
keyword expansion and image clustering. These steps
capture user intention at a finer level since, for every query
image, the image pool and positive examples are expanded
differently. Using expansions, the top 50 precision of initial
reranking using adaptive weight is improved from 32.9 to
51.9 percent.

Our keyword expansion step (Section 3.4) could be
replaced by other equivalent methods, such as image
annotation methods. As discussed in Section 2.2, many
existing image annotation methods cannot be directly
applied to our problem. We compare with two image
annotation approaches, which do not require a fixed set of
keywords, by replacing the keyword expansion step with
them. One is to choose the word with the highest tf-idf score as
keyword expansion to extend image pool (ExtPoolByTfIdf).
The other uses the method proposed in [44] which weighted
the tf-idf score by images’ visual similarities to extend image
pool (ExtPoolByWTfIdf). Fig. 8 shows the result. Our ExtPool
has a better performance. Moreover, image annotation only
aims at ranking words and cannot automatically provide
visual query expansion as our method does. Therefore, our
ExtBoth has a even better performance than the other two.

4.1.2 Comparison with Other Methods

In this section, we compare with several existing ap-
proaches [29], [31], [53] which can be applied to image
reranking with only one-click feedback as discussed in
Section 2.2.

1. ExtBoth (VþT): Our approach.
2. CrossMedia: Image reranking by transmedia dis-

tances defined in [31]. It combined both visual and
textual features under the pseudorelevance feedback
framework.

3. NPRF: Image reranking by the pseudorelevance
feedback approach proposed in [29]. It used top-
ranked images as positive examples and bottom-
ranked images as negative examples to train an SVM.

4. PRF: Image reranking by the pseudorelevance feed-
back approach proposed in [53]. It used top-ranked
images as positive examples to train a one-class SVM.
Fig. 9 shows the result. Our algorithm outperforms
others, especially when m is large.

4.2 Experiment Two: User Study

The purpose of the user study is to evaluate the effective-
ness of visual expansions (expanding both the image pool
and positive visual examples) to capture user intention.
Forty users are invited. For each query keyword, the user is
asked to browse the images and to randomly select an
image of interest as a query example. We show them the
initial image reranking results of using adaptive weight
schema (Section 3.3) and the results of extending both the
image pool and positive example images. The users are
asked to do the following:

. Mark irrelevant images among the top 10 images.

. Compare the top 50 retrieved images by both results
and choose whether the final result with visual
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Fig. 7. Comparison of averaged top m precisions on different steps.

Fig. 8. Comparison of averaged top m precisions of keyword expansion
through image clustering with the other two methods.

Fig. 9. Comparison of averaged top m precisions with existing methods.



expansions is “much better,” “somewhat better,”
“similar,” “somewhat worse,” or “much worse”
than that of initial reranking using an adaptive
weight schema.

Each user is assigned five query keywords from all
50 keywords. Given each query keyword, the user is asked
to choose 30 different query images and compare their
reranking results. As shown in Table 1, visual expansions
significantly reduce the average numbers of irrelevant
images among top 10 images. Fig. 10 shows that in most
cases (> 67 percent) the users think visual expansions
improve the result.

4.3 Discussion

In our approach, the keyword expansion (Section 3.4), visual
query expansion (Section 3.5), and image pool expansion
(Section 3.6) all affect the quality of initial image reranking
result (Section 3.3). According to our experimental evalua-
tion and user study, if the quality of initial image reranking
is reasonable, which means that there are a few relevant
examples among top-ranked images, the following expan-
sion steps can significantly improve the reranking perfor-
mance. Inappropriate expansions which significantly
deteriorate the performance happen in the cases when the
initial rerank result is very poor. The chance is lower than
2 percent according to our user study in Fig. 10.

In this paper, it is assumed that an image captures user
intention when it is both semantically and visually similar
to the query image. However, in some cases user intention
cannot by well expressed by a single query image. For
instance, the user may be interested in only part of the
image. In those cases, more user interactions, such as
labeling the regions that the user thinks are “important,”
have to be allowed. However, more user burden has to be
added and it is not considered in this paper.

5 CONCLUSION

In this paper, we propose a novel Internet image search
approach which only requires one-click user feedback.
Intention specific weight schema is proposed to combine
visual features and to compute visual similarity adaptive to
query images. Without additional human feedback, textual
and visual expansions are integrated to capture user
intention. Expanded keywords are used to extend positive
example images and also enlarge the image pool to include
more relevant images. This framework makes it possible for
industrial scale image search by both text and visual
content. The proposed new image reranking framework
consists of multiple steps, which can be improved sepa-
rately or replaced by other techniques equivalently effec-
tive. In future work, this framework can be further
improved by making use of the query log data, which

provides valuable co-occurrence information of keywords,

for keyword expansion. One shortcoming of the current

system is that sometimes duplicate images show up as

similar images to the query. This can be improved by

including duplicate detection in the future work. Finally, to

further improve the quality of reranked images, we intend

to combine this work with photo quality assessment work in

[54], [55], and [56] to rerank images not only by content

similarity but also by the visual quality of the images.
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