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This supplementary material presents more clustering results, and mathe-
matical details for the character label inference in MRF.

1 More Clustering Results

Fig. 1 and 2 show more clusters generated by our method in the Accio [1] and
BF0502 dataset [2].

2 Details on Character Label Inference in MRF

2.1 The computation of pairwise term ¥ (-)

As mentioned in Sec. 3.1 of the paper, given the face representation x; and x;,
we define the pairwise term ¥(-) for the character label y; and y; by

¥ (yi,y;) = exp {av(xi,x;) - (L(yi y;) — L(v(xi,x;) > 0)) }, (1)

where 1(-) is an indicator function and « is a trade-off coefficient between unary
term and pairwise term. This coefficient a will be updated as stated in the
following Sec. 2.2. Here we give the details on the computation of face pair
relation v(x;,%;) € V, which includes two steps:

1. Compute a normalized affinity matrix V¢ based on the distance between x;
and x;.

2. Propagate the initial pairwise constraints Cy? by the affinity matrix V¢ and
obtain the pair relation V.

For the first step, to compute the normalized affinity matrix V¢, we follow
the method used in spectral clustering [3]. Firstly, we compute an affinity matrix
A by A;; = exp(—d*(z;,x;)/0i0;) if z; is within the h-nearest neighbors of
x;, otherwise we set A;; = 0. We set h = 10 here as [4] (In fact, h is not a
sensitive parameter. Usually h € [5,100] produces similar clustering accuracy

3 As stated in the paper, we obtain Cy by assuming all the face images in the same
track have the same identity, i.e., ¢(I;, I;) = 1. For faces appearing in the same frame
of the video, their identities should be exclusive, i.e., ¢(I;,I;) = —1. For other face
pairs we have ¢(I;, I;) = 0.
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Fig. 1. Example results generated by the proposed method on the Accio (Harry Potter)
dataset. Every two rows denote a cluster.
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Fig. 2. Example results generated by the proposed method on the “Buffy the Vampire
Slayer” dataset [2]. Every row denote a cluster.

within 3% fluctuation). The term d(z;,z;) is the L2-distance between z; and
xj, and o; is the local scaling factor with o; = d(z;, ., ), where z,, is the m-th
nearest neighbor of z;. We set m = 7 as in [3]. Then the normalized affinity
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matrix is obtained by V¢ = D_%AD_%, where D is a diagonal matrix with
Dii = Z?:l A”

For the second step, we use the constraint propagation method in [5] to
compute the pair relation V' by:

V=01-X*1-AV)'W({1 -V (2)

where W is a matrix form of the pairwise constraints Cq (i.e., W;; = ¢(I;, I;)).
A controls the propagation degree (A = 0.5 in implementation). To this end, we
can have V and compute the pairwise term ¥(-).

2.2 MRF optimization process

Given the face representation X, we infer character Y by maximizing the joint
probability p(X,Y) with the simulated field algorithm [6, 4]. The algorithm is as
follows: (1) Initialization step: we initialize Y by running K-means clustering on
X. In this case, for the Gaussian of each cluster ¢, we obtain the the initial mean
e and covariance matrix X,. We also set the initial trade-off coefficient a = 0
in Eqn. (1). For simplicity, we denote the model parameter {2 = {us, X, a} in
the following text. (2) After the initialization step, we infer Y and update {2 by
repeating the following two steps in each iteration g:

1. Simulate a new inferred Y given the face representation X and current
model parameter §29.

2. Given ?q, update 29 to maximize the log-likelihood of p(X,Y) by EM
algorithm.

For the first step, we aim to obtain a new Y’ given X and £29. A natural way
is to infer from the posterior:

(XY, £29)p(Y[429)

PO ) =T )

(3)

However the computation of the term p(Y|£27) involves the interaction of each y;
and its neighborhood. Thus, it is intractable. Here we employ the mean field-like
approximation [6] for p(Y[£29), in which we assume each y; is independent, and
we set the value of its neighborhood N; constant when we compute p(y;). In this
case, we have

p yi»YNqu
p(Y|02%) = Hp (Wil Y, 2 )_HZK( T )m)' (4)
% yi=~ 2 i

where we denote the value of y;’s neighborhood as Yy;,. For example, we can

reuse the value in the previous iteration ¢ — 1 (i.e., Yy Yﬁj )). Since

p(Yi, Yy, £29) = % Hje/\fi W (y;,y;), the partition function Z can be eliminated
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in Eqn. (4) and we can compute p(y;|Yas,, £2%). Combining Eqn. (3), Eqn. (4)
and the mean field-like approximation, we have

(PXZ‘ ithq iYNiv‘Qq
p(YIX, 2% = [ [ p(uil Yo xi, 20) = ]| K ( Qsél/x ly )fz(qz’)lp(y Y ).Qq) ®)
: ; it il Yis i XN

Then the posterior p(y; = ¢|Yu,,x;, £29) can be computed directly for each face

i and cluster £. After that, we can simulate a new y;? based on this posterior

(i.e., the probability of setting y;? = ¢ is proportional to p(y; = £)). Then we
S0 g

obtain Y ' = {g;?}.

For the second step, we aim to maximize the log-likelihood of p(X,Y) by

updating the model parameter {2 in an EM algorithm. We define

Q(£2|02) = Eyx,0i-1 (log(p(X, Y[£29))), (6)

where E denotes the expected value. So we have 297! = arg maxg, Q(£2[29).

Recall that (1) 2 = {p, X, a} and p(X,Y) = £ [T, &(x;v:) 1 [Tien: ¥ (i v)),
(2) p and X' are only related to the unary term &, (3) « is only related to the
pairwise term ¥. As in [6,4], Eqn. (6) can be decomposed and we can update
{p, X'} and « separately:

K
g+1 yq+1 _ . el Nay-
pttt x argrﬁagz Zep(yzlYN“xz,Q )log (x;lyips, X),  (7)
T Yi=
K
! = argmax Y Y p(yil Yo, xi, 27) log p(yil Yo, ). (8)
i y;=~L

For Eqn. (7), since @(x;|y;u, ) is a Gaussian distribution and p(y;|Yas,, x;, £29)
is constant, we can have a closed form solution for u, X'. As for Eqn. (8), we find
a local optimal value for «, by the local search method as in [4].

The optimization of the above two steps ends when the posterior p(y; =
LY p,, x4, £27) converged. The output character label Y* = arg maxy p(Y|X, £2).
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